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Abstract: The present article intends to develop efficient estimattoategy to reduce the negative impact of random non - resspon
at both occasions in two occasion successive samplingzidglthe information on an auxiliary variable effectivepuotation strategy
was developed to cope with the non -response situationmBsiis for the current occasion are also derived as a pharticase
when there is non-response either on the first occasion dnesecond occasion. To study the efficacy of the suggesteatanmgm
method, performances of the proposed estimators are pexébm two different situations: with and without non-respe. The pre-
eminence of the suggested estimator has been establigoedtthempirical studies carried over some natural pomriadiataset and
artificially generated population dataset, which prest#rgssoundness and usefulness of the suggested estimatactice. Suitable
recommendations to the survey statistician are also made.
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1 Introduction

A variety of practical problems can fall in the arena of apgland environmental sciences where various characters opt
to change with respect to different parameters; such clsaageinherent behavior of the nature. Some type of changes
directly or indirectly affects the quality of living and sounding of the human beings. This requires the continuous
monitoring of the real life situation in hand. The theory qumdctice of surveying the same population at different {sadrf

time technically called repetitive sampling or samplingiosuccessive occasions or rotation sampling and have besn g
considerable attention by the survey statisticians. Sisiee (rotation) sampling provides a strong tool for getiegahe
reliable estimates at different occasions. For examplenthip data on the prices of goods are collected to determine
the consumer price index, political opinion surveys aredumted at regular intervals to know the voters prefererce, e
Theory of successive sampling appears to have started ativork of [6]. He pioneered using the entire information
collected in the previous investigations (occasions)thiarrthe theory of successive sampling was extended®y 1, 4,

3,2] and many others.

It is worth to be mentioned that most of the recent works oteasive sampling are based on the problem of estimation
of population mean. However, in many practical situatiomestimate of the population ratio or product of two chanacte
for the most recent occasion may be of considerable intesash as, the ratio of corn acres to wheat acres, the ratio
of expenditure on labour to total expenditure, the prodficudtivated area and yield rate, product of mortality ratel a
area of a locality. For instance, if data on yield of corn ardeat from certain agricultural plot is available for pravo

few seasons then one may estimate their ratio for the cuseason and may decide accordingly to cultivate suitable
crops for more income and if the data on income and expemdéte available for previous few financial years, then
one may estimate their yearly ratio and plan for suitablestment for the current year. Similarly, if data on the pidu
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of concentration and volume of a liquid are available froraviimus few experiments, then one may easily study the
characteristic and session wise variations of the liquite Work of [L4] and [15] are the few directions available in this
context. However, it may be noted that the above estimatiategjies are based on single phase sampling ignoring the
changes of pattern over successive occasions as well ag tasee assumptions that complete response available from
the units selected for the sample and if non - response oattine sampled units then the observations are taken only
from the responding units of corresponding sample ignotmmgpletely the non-responding ones. Thus, no mechanisms
are developed there to reduce the negative impact of ngomnes in such realistic situations. Non - response is an
unavoidable phenomenon in nature and estimates based wthenlesponding units may lead to biased estimate. For
example, the estimate based on the voters responding tqvadls may lead to biased estimates as non - responding ones
may indicate their trend to some different political parboat which they do not want to reveal in public for security
reasons. It may be found that in some practical situatioais, dannot always be collected from all the units selected in
the sample. As many respondents do not reply, available Isarequrns is incomplete. The resulting incompleteness is
called non-response. Repeated surveys are more pronestprtiilem than single occasion surveys. For examples, in
case of milk yield surveys the animal may be sold or may diénduthe survey period; in agricultural surveys, the yield
of some pickings may be damaged or lost or the enumeratordfaiay record them. 12] advocated three concepts:
missing at random (MAR), observed at random (OAR) and paranukstribution (PD). Rubin Defined: "The data are
MAR if the probability of the observed missingness pattgimen the observed and unobserved data, does not depend
on the value of the unobserved data3] have distinguished the meaning of missing at random (MARJ missing
completely at random (MCAR) in a very nice way. Statisticidmave long known that failure to account for the stochastic
nature of incompleteness can damage the actual conclUdienefore, we need to discover suitable mechanism to reduce
the negative impact of non-response in sample survey. Magthaods are used to deal with non-response in sample
surveys. Imputation, the practice of "filling up” missingtdavith plausible values, is one of them. It is typically used
when needed to substitute missing item value with certdiridated values in the sample surveys. To deal with missing
values effectively,13] and [7] suggested imputation methods that make incomplete datstsacturally complete and its
analysis simple. Imputation may also be carried out withetideof an auxiliary variate, if such is available. For exaepl
([8,9]) used the information on an available auxiliary variateifoputation purpose. Later]1,1,16] and [17] suggested
several new imputation methods using auxiliary informatio

Motivated by the arguments and discussions, the objecfie@iopresent work is to reduce the negative impact of non-
response while estimating the ratio and product of two patmn character at current occasion in two-occasion sstees
sampling. Following the MAR response mechanism, one effidimputation strategy has been suggested to cope with
the problem of non-response situation. Estimators for tiveent occasion are derived when non-response occurs on
both the occasion or on the either of the occasion. The paences of our proposed estimators have been demonstrated
empirically and suitable recommendations are made.

2 Notations and Sample Structures on Two Occasions

Consider a finite populatidd = (Uz,Uz,Us, ....,Un) of N units and y and x are the variables under study with pdjmuria
meanY andX and z is the auxiliary vanable which is stable over both theasions with population meah Let y, Xk
andz be the values of y, x and z respectively for #f&k = 1,2, ...,N) unit in the population. We wish to estimate the

parameteR 4y = %on the current (second) whee,is a scalar which takes values 1 and -1.

It is to be noted that:
i.Fora=1,Rq) =Ry = (Ratlo of two population means)

ii. Fora =—1,Rq) — Ry =YX (Product of two population means)

We assume that t%ere is random non-response at both thémtas simple random sample (without replaceméit)

of n units is drawn on the first occasion. Let the number of responding units out of n units, which are drawn on the
first occasion, be denoted by, the set of non-responding units & by Ar; and that of the responding units By5. A
random sub-sampl&, of m= nA units is retained (matched) for its use on the current (s#coocasion from the units
which responded on the first occasion and it is assumed thatshed units are completely responding at the current
(second) occasion as well. A fresh simple random samplé@uwitreplacemeng, of u = (n—m) = ny units is drawn on

the second occasion from the entire population so that timplessize on the second (current) occasion is also n. Let the
number of non-responding units out of u units, which are drafvesh on the current occasion, be denotetbthe set

of non-responding units i, by Ar, and that of responding units 5. HereA andu (A + u = 1) are the fractions of
the matched and fresh sample, respectively, at the curceasmn. For every unit belonging to the responding ung, set
the values on the study variables are observed, howevagyifdre belonging to the non-responding unit sets, the salue
on the study variables are assumed to be missing and theréffierimputed values are derived for such units which are
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based on the responding units of the sample. We have coaditteat the occurrences of random non-response situation
follow the discrete probability distribution as presenitedbow.

2.1 Non-Response Probability Model

Suppose random non-response situations occur at the faasion on the sampl®, of size n. Therrq[r; =0,1,....,(n—

2)] is the number of sampling units on which information could be collected due to random non-response and the
observations of the respective variables on which randomrasponse occur can be taken from the remaigmgrq)
units ofS,. Similarlyra[r, =0,1,...., (u—2)] is the number of sampling units on which information coultiecollected
due to non-response on the samfleof u units, drawn afresh on the second (current) occasiop; Hnd p, be the
probabilities of a non-response on first and second (cyroentision respectively, thepandr, has the following discrete
distribution:

_oon=ry (N=2\ ¢ nopn., _

Plr2) = o ("2l i =00 (0-2) &
o u-—ry (u-2 2t B

P12 = a1y ) PEE 2 2 =00 (0-2) @

whereq; = 1— pi(i = 1,2) and (“r‘lz), (”r‘zz) denote the total number of ways of obtainingandr, non-responses out of
(n-2) and (u-2) total possible non-responses, respegtificelinstance, see [20].

_ The following notations are used hereafter:
Yh, Xn: Population means of the study variables y and x orhitfga = 1, 2) occasion respectively.
Z: Population mean of the auxiliary variable z, stable ovethttbe occasions.

Rhm):%T%,; (a = 1,—1):Population parameter under study on kHe(h = 1, 2) occasion.

Y Xn: Sample means of the variables y and x based on the s&npfesize n on # occasion.

Yin-r1)» Xn-ry): Sample means of the variables y and x based on the safnplef responding units from samp& on
1t occasion.

Yur Xu: Sample means of the variables y and x based on the s&npfesize u drawn afresh on th@®occasion.
Yiu-r)» Xu-rp): Sample means of the variables y and x based on the safnplef responding units from samp&, on

2"d occasion.

Yhm Xam: Sample means of the variables y and x based on the s&@qpuitsize m orht" (h = 1, 2) occasion.
Zn, Zm, Zu: Sample mean of the auxiliary variable z based on sample stzawn in suffices.

Z,, Z,: Sample mean of z based on the samplgsandAr, respectively.

Cy,, Cy,, Cy, ., Cx,, Ci: Coefficients of variation of the respective variables shawthe suffices.

Py1xqs Pyoxas Pyozs Proz: Correlation coefficients between the variables shownérstibscripts.

Ro(a) = #rs Rinry)(a) = xff:rll))a? Rua) = i Riura)(a) = xfu“ 2 Runia) = 5%, (1= 1,2)

1 01 ex 1 K’k 1 *x
fu—gafn—ﬁ,f —m,f —M.fm—fn—fl.f — fm=f2.

3 Formulation of Estimation Strategy

To estimate the population parame®y, on the second (current) occasion, two different estimat@sonsidered. One
estimatorT, is based on the samp® of sizeu(= nu) drawn afresh on the second occasion and the second estifpator
is based on the samp#, of sizem(=nA) common to both the occasions. Estimat@ysand Ty, are structured to cope
with the problem of non-response which occurs on both thasioas.

Since, the information on the auxiliary variable z is repditailable for the sampl8,, therefore, we propose the following
imputation method based on responding and non-responditgaf the sampl&, to estimate the population parameter
under studyRy4) as

Ru-r exp( ) if ieArS
Ru(a)i = R 2)( Z+2 A (3)
(u—r2)( eXp(Z+zu) if i€Arn
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Under the above imputation method, the estimagdor estimatinng(o,) can be derived as

Tu= u zleSu RU
=L [Sicar, Ru(a). + ZieArg Ru(a).i]

S Tu=R = 4
u u— r2 FKZ—FZU) ( )

The estimatofTy, is based on the sampt&,, which utilize the information on an auxiliary variable z asgll as
information on the first occasion. Since there is non-respam the first occasion as well, therefore, we replace the
missing values on the first occasion by the derived imputédegaand the estimator based on responding and non-
responding units of the samp, to estimateRy 4 is proposed as:

Rin-ry)(a exp(ZHn) if ieAr§

R =\ Ry exp(Z2) if i cAn ®)

Therefore, following the imputation method, the estlmaubIR1<a) based on the sample of size n is derived as
Ria) = 7 Zies: o)
=3[Sicar, Ruga)i + Yiears Ra(a).il
= Ri@) = Rin-ry)( XP(Z+Zn) (6)

In follow up the above discussion, we suggest the followatgprtype estimator for the parameter under stRgy
on the second (current) occasion based on the sayié size m as

()

Where,ij(a) = Rym(a) €XQ( z+zm)
Considering the convex linear combination of the estingfpandTy,, we have a class of estimators@f(o,) as

T=¢Tu+(1-9)Tm (8)

where@ is an unknown constant to be determined to achieve the mmimean square error of the class of estimators T.
Considering the occurrence of non-response either on thiedircasion or on the second occasion, we have derived
estimators oRy4) on the current (second) occasion as special cases, whiclisaressed below:

3.1 Special Cases
3.1.1 Case I: Non-response occurs only on the First Occasion

In this case non-response occurs only on the first occaside wie have complete response in the fresh sample of size
u and as per our assumption; we also have complete respotisenmtched sample of size m retained from the sample
of size n drawn on the first occasion. Therefore, we consigder0 and suggest the estimatori® ) based on the fresh
sample of size u drawn on current occasion as

T, = Xp(—z ) )

Consequently the final estimatorsif ) based on the matched portion of sample of size m and the feeshle of
size u on the second (current) occasion are constructed as

T=¢T,+(1-¢)Tn (10)

Whereqo' is real constant to be determined by the minimization of teamsquare error of the estimafor
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3.1.2 Case Il: Non-response occurs only on the Second (t)@ecasion

In this situation non-response is found only on the seconréat) occasion while all the units on the first occasion wil
respond i.e.fy = n. Accordingly, we suggest the following estimatorRf,, based on the matched portion of the sample
Sy retained from first occasion as

/!

Ri(a)
le(a)
where,Rﬁm) = Ry(a) exp(;‘r—?n) andRy,, ;) = Rim(a) exp(%jr—g).

Hence, in this case the final estimator Rf,) based on the sample® and Sy on the second (current) occasion is
considered as

T = Rom(an (11)

T =g Tu+(1-9¢)Tp (12)

where,qo” is real constant to be determined by the minimization of tleeaumsquare error of the estimafor.

4 Properties of the Proposed Estimators T, T  and T

SinceTy, Tm, le andTr;; all are exponential type estimators, they are biase®jgy), therefore, the resulting estimators

T, T andT" defined in Equations (8), (10) and (12) are also biase®jgy). The bias B(.) and mean square errors M(.)
of the proposed estimators up to the first order of approxomatare derived under large sample approximations
(ignoring f.p.c.) using the following assumptions:

yufrz = 72(14—61), Xu-ry = Y2(1+e2)! Yu= V2(1"'6/1) (1+ ez) (1+ 83)

Vor, = Y1(1+€2), %o r, = Xa (14 5), Yo = Y1 (14 €,), Ko = X1(1+ &),z = Z(1+es),

Yim = Y1(1+€7), Xim = X1(1+€8), Zm = Z(1+ €9), Yom = Y2(1+ €10), Xom = X2(1+ e11)
such thaE(e) = E(e;) =0 and|g| < 1 and’e'j‘ <1Vi=12..,11andj=1,2,4,5.

Under the above transformations, the estimatqr3m, le andTr;; take the following forms:

Tu= Ry (1 +€1)(1+ €)Y exp(-—) (13)

2+e3

Ro(a) (1 + €10) (1+€12) " (1 + eq) (1+ &) "% exp( 772 )
Tm= — (14)
(1+ e7)(1+e8)<—a>exp(%)

To = Roga) (1+€) (1+6) "0 expl>—>) (15)

2+e;

o Ra(a)(1+€10) (14 €12) =@ (1+ &) (1+ €5) =@ exp( 1 ) (16)
m (L+er)(1+eg) Vexpz2)

Therefore, we have the following theorems.

Theorem 4.1. Bias of the estimator§, T  andT" to the first order of approximations are obtained as

B(T) = ¢B(Tu) + (1- 9)B(Tw) (17)
B(T') = ¢'B(Ty) + (1— ¢)B(Tm) (18)
B(T") = ¢'B(Ty) + (1— ¢ )B(Ty) (19)
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where,

1 1 3

B(TU) = RZ(O!) [_a f*pY2X2CY2CX2 - E fqu22Cy2CZ+ % fupX22CX2CZ+ EU(G - 1) f*sz + § fuCZZ] (20)
1 1 1

B(Tm) = RZ(O!) [EU(G - 1)(f2C31 + fmc)%z) 8 f1C22 - a(fZ:DthC)’lCXl + fmpY2X2CY2CX2) + P fl(pY22CY2CZ - apX22CX2CZ)]
(21)

/ 1 a 1 > 3.
B(Tu) = Re(a) ful = aPy,%,Cy,Cx, — épyzzckcz"‘ pr2szzCz+ Ea(a -1)C, + §Cz] (22)

"

1 1 1
B(Tm) = RZ(O!) [Ea(a - 1)(fmC§2 - flcfl) - é flczz - a(flpyP(lelCXl + fmpyzxzc)’2c><2) + é fl(pyzzcmCZ - przszzcz)]

(23)
Proof: The bias of the estimatofs, T andT" are given by
B(T) = E(T — Ry(a))
= QE(Tu—Ry(q)) + (1= @)E(Tm— Ry(q))
~B(T) = ¢B(Tu) + (1 — 9)B(Tm) (24)
B(T') =E(T' — Rya))
=@ E(T, —Rya)) + (1— @ )E(Tm— Ry(q))
therefore ) L, )
B(T)=¢B(Ty) +(1—¢)B(Tm) (25)
B(T") = E(T" —Ryq))
=0 E(TU - RZ(G)) + (1_ ¢ )E(Tm - RZ(G))
therefore , , , ,
B(T )=¢ B(Tu)+(1—¢ )B(Ty) (26)

Using the expansions &f,, Tn, le andT,;; from equations (13), (14), (15) and (16) in the equation3,(@5b) and (26)
and taking expectations up to first order of approximatioms, have the expressions for the bias of the proposed
estimatorsT, T' andT" as described in the equations (17), (18) and (19).

Theorem 4.2. Mean square errors of the estimat®rsT andT" to the first order of approximations are obtained as

M(T) = ¢*M(Tu) + (1— @)°M(Tm) 27)
M(T') = @2M(T,) + (1~ @ )*M(Tp) (28)
M(T") = @ 2M(Tu) + (1— @ )2M(Ty) (29)
where,
M(Tu) = R%(a)[f*ciz + azf*sz + %fuCZZ —2a f*pyzxzc)@CXz - fupyzszzcz +a fupxzzcxzcz] (30)

1
M (Tm) = R%(a) [ fZ(Cyzl + 02031 - zap)’leCYICXl) + fl(ZCZZ—i—pyzszzCz— apxzzcxzcz) + fm(cyzz + 02032 - zapyzxzc)’2c><2)]
(31)

/ 1
M (Tu) = R%(a) fu [C)Ez + azc)%z + ZCZZ - Zap)/2X2Cych2 - pyzszZCZ + aszZCX2CZ] (32)

4 1
M (Tm) = Rg(a) [fl(zczz - C)%l - achl + Zapylxlc)’1c><1 + pyzzc)’2CZ o przzcxzcz) + fm(C)%z + GZCEZ - Zap)@xzcmcxz)]
(33)
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Proof: It is obvious that the mean square error of the proposed a&ii is given by
M(T) = E(T — Ry(a))?

= E[¢(Tu - RZ(G)) + (1 - (0) (Tm— RZ(G))]Z

S M(T) = @PM(Tu) + (1 - 9)°M(Tm) +20(1 — @)E[(Tu— Ro(a)) (T — Ro(a))] (34)

Substituting the expressions &f and T, from equations (13) and (14) in equation (34) and taking etgi®mns up to
first order of approximations, we obtain the expression lfi@ mean square error of the estimaloms presented in
equation (27).

The proofs of the mean square errors of the estimatoendT" defined in equations (28) and (29) can be derived in
similar ways.

It is to be noted that the estimatofsand T, are based on two non-overlapping samples of size u and matasgie.
The covariance type terms (i.€£](Tu — Ry(q))(Tm — Ry(q))]) are of orderN—1, hence for large population, they are
ignored. Similarly, the other covariance type terms are akglected.

5 Minimum Mean Square Errors of the Proposed EstimatorsT, T and T"

From equations (27)-(29), It is cleared that the mean sgelres of the estimator§, T and T are functions ofp,
@ andg'. Therefore, they are to be minimized with respecptap and¢’ respectively and subsequently the optimum
values ofp, ¢ andg’ are obtained as:

M)

Pt = M T+ M(T) (35)

o = ACTL) + M) =
o M(Ty)

oot~ V(T M(Ty) e

Putting these optimum values @f ¢ and¢’ in the equations (27) - (29), we get the minimum mean squaoeseof our
suggested estimators as:

M (Tu) x M(Tm)
M(TJopt = M(Tu) + M (Tm) (38)
, M(T,) % M(Tm)
T oot M) M) 9
" M(Ty) x M(T,p)
M oo = hamy) ety “

6 Performances of the Proposed Estimators

In practice, non-response is one of the major problems erteced by survey statisticians because non-responséaitsia
may be misleading as the estimate based on them may be bidsegito examine the effect of non-response on the
performances of our proposed methodology, the absoluteperelative biases and percent relative losses in effiien

of T, T" andT" with respect to

i. The estimatorr defined under the similar circumstances as the estimatpfs andT” but in the absence of non-
response and which is presented as

T=yYT+(1-y)T, (41)

(© 2018 NSP
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ii. The sample estimatd® of Ry(4) under complete response which is given as

R= /' Rya) + (1~ ¢)Roma) (42)

are obtained, wheray and /' are real constants to be determined by the minimization efrtiean square error of
respectively.

Proceeding as above the bias and mean square err@aradR for large N (i.e., N— «) are derived as

"

B(T)opt = YopB(Tu) + (1~ Yop)B(Tr) (43)
_ M(Ty) x M(Ty)
M(T)opt = m (44)
where,
_ M)
ort = T+ T o
andB(T,,), B(T,), M(T,) andM(T,,) are given in the equations (22), (23), (32) and (33) respelgti
Again,
B(R)opt = WopB(Rya)) + (1 ~ Yop) B(Roma)) (46)
~ M(Rya)) X M(Rom(q))
M(R)opt— M(Ru(a))+M(R2m(a)) (47)
where,
L M (RZm(a))
wopt M (Ru(a)) +M (RZm(a)) (48)
B(Rue)) = @G [3(@ ~ 1Cq ~ ProCrlRee (49)
B(Rzm(c{)) =a fmC:Xz [% (a - 1)CX2 - pszszz]RZ(a) (50)
M(Ry(a)) = fU[C32 + aZC)%z - zapyzxzchCXz]Rg(a) (51)
M(Rom(a)) = fm[c)gz + 02032 - Zprzszyzcxz]R%w) (52)

We have designated the absolute percent relative bigis& andB*” with respect tar andBg, Bj; andB;, with respect
to R and percent relative losses in precisioh.LandL" with respect tar andLg, L;Q andL;/q with respectto R as:

B(T)opt
B* = x 100 53
B(T)opt (53)
*/ B(T)opt
B — | 2ort | 100 54
B(T )opt (4)
g — | B@opt | 100 (55)
B(T" )opt
M(T )opt — M(T)opt
L x 100 56
M(T )opt (56)
 M(T)opt— M(T)opt
L — : x 100 57
M(T")opt 7)
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n

" _ M(T )op[_ M(T)op[

_ 100 58
M(T")opt ) (8)
Also
* B(R)opt
Br, =|—F—| x100 59
R B(T)Opt X ( )
« B(R)opt
Bh = |- | x 100 60
R = BT )opt I (60)
*// B(R)opt
B: = |———2 | x 100 61
R = BT o X (61)
M(T )opt — M(R)opt
Lp= 100 62
R M(T)opt X (62)
L= M0 ?\;'E’tT_,)MfR)c’pt x 100 (63)
op!
L= M0 gj’;’;j)Mt(R)w x 100 (64)
op
Where
B(T)opt = @ptB(Tu) + (1 — @pt)B(Tm) (65)
B(T Jopt = @pB(Ty) + (1~ ¢p)B(Tin) (66)
B(T Jopt = @opB(Tu) + (1— @p)B(Tr) (67)

6.1 Simulation Study Using Artificially Generated Popudati

An important aspect of simulation is that one builds a siriofamodel to replicate the actual system. Simulation adlow
comparison of analytical techniques and helps in conclyeihether a newly developed technique is better than the
existing ones. Motivated by [18] and [21] who have been agldte artificial population generation techniques, we have
generated five sets of independent random numbers of size=N100) namelyx; , y , Xy, Yo, andz(k =1,2,...,N)
from a standard normal distribution with the help of R-s@itex By varying the correlation coefficierng, and py,, we
have generated the following transformed variables of thufation U with the values of n=70, m=50, u:Zf.ﬁ =50,

ty = 10,02 = 100, ik = 50, 02 = 50 andy, = 20 as
Yi.= Hy*+0y [y, + /1= (02 Y]

X1, = Kt O Xy,

2= i+ 07 [Pxz X, + /1= (02)? 2]

y2k: ylk
and X2 = Xy
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Table 1: Absolute percent relative biasesBf T andT" with respect tar andR

ARTIFICIAL POPULATION STUDY

Pyx — 0.6 0.9
pL P2 Pzl B B B’ B By By B* B B By By By
0.05 0.05 1411 1443 982 1512 1547 1052 1417 1449 983 1511 .5154104.7
0.1 137.9 1443 964 1478 1547 1033 1386 1449 965 147B45 102.9
0.15 1347 1443 946 1444 1547 1014 1354 1449 94.8 41441545 101.1
0.1 0.05 135.6 1388 982 1454 1488 1052 1363 1395 98.31531 1487 104.7
01 02 1325 1388 964 142 1488 1033 1332 1395 965 142 71481029
0.15 129.4 1388 946 1388 1488 1014 1302 1395 94.8 8138487 101.1
0.15 0.05 130.2 1333 982 1396 1429 1052 1309 1339 98IB9.5 1428 104.7
a—1 0.1 127.1 1333 964 1363 1429 1033 1279 1339 965 1361828 102.9
0.15 1242 1333 946 1331 1429 1014 1249 1339 948 1133428 101.1
0.05 0.05 163.3 1721 967 2246 2368 1331 1442 1474 984 1542 .5157105.2
0.1 155.1 1721 936 2133 2368 1288 1411 1474 967 150875 103.4
0.15 147.4 1721 90.6 202.8 2368 1246 138 1474 951 147.57.51 1017
0.1 0.05 157.8 1665 967 217.1 229 1331 1387 1418 984 .214851.6 1052
01 08 1498 1665 936 2061 229 1288 1356 1418 96.7 145 615103.4
0.15 1423 1665 90.6 1958 229 1246 1326 1418 951 141.31.61 101.7
0.15 0.05 1522 1607 967 2095 2211 1331 1331 1361 98W2.3 1455 105.2
0.1 1444 1607 936 1987 221.1 1288 1301 1361 967 139455 103.4
0.15 137.1 1607 90.6 1887 221.1 1246 1271 1361 951 91381455 101.7
Pyx — 0.6 0.9
pL P2 Pzl B B B’ B By By B* B B By By By
0.05 0.05 988 1015 975 1186 121.8 117 1024 1046 981 117.8 120.32.91
0.1 98 1015 967 1176 1218 116 1016 1046 97.3 1169 120812
0.15 97.1 1015 959 1166 121.8 1151 100.7 1046 965 115903 111.1
0.1 0.05 948 974 975 1138 1169 117 983 1004 981 113.1551 112.9
01 02 94 974 967 1128 1169 116 974 1004 973 1121 11552 11
0.15 931 974 959 1118 1169 1151 966  100.4 965 111.15511111.1
0.15 0.05 908 933 975 109 112 117 941 961 981 108.3 11QG2.9
S 0.1 90 933 9.7 108 112 116 933 961 973 107.3 1106 112
0.15 89.1 933 959 107 112 1151 924 961 965 1064 110.61.111
0.05 0.05 105.1 1033 1015 1154 1134 1115 1055 1042 101  120.6 .111915.6
0.1 1042 1033 100.7 1144 1134 1106 1044 1042 100.1 .411919.1 1144
0.15 103.3 1033 99.9 1135 1134 109.7 103.3 1042 99.1 2118191 113.3
0.1 0.05 101 993 1015 1109 109.1 1115 1011.3 100.2 101 .8113145 1156
01 08 1001 99.3 1007 1099 109.1 110.6 100.2 100.2 100.1 61141145 114.4
0.15 99.2 993 99.9 1089 109.1 109.7 991  100.2 99.1 11344511 113.3
0.15 0.05 96.8 954 1015 1064 1048 1115 971 962 101 1111110 115.6
0.1 959 954 1007 1054 1048 110.6 961 962 100.1 109.9 0 11114.4
0.15 95 954 999 1044 1048 109.7 95 962 99.1 1087 110 3113
@© 2018 NSP
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Table 2: Percent relative losses in precisionTof T andT" with respect tar andRPRES of different estimators
ARTIFICIAL POPULATION STUDY

Pyx — 0.6 0.9
pmoop Pl L LU Lk Ly Ly L U U Lk Ly Lg
0.05 0.5 46 1 1 173 -185 -21.8 44 09 09 -124 -134 -166
0.1 56 2 2 -161 -185 -20.6 53 17 17 -114 -134 -156
0.15 65 3 3 -149 -185 -19.3 61 26 26 -104 -134 -146
01 005 82 1 1 -129 -141 -21.8 8 09 09 82 92 -166
01 02 92 2 2 -117 -141 -206 88 17 17 -72 -92 -156
0.15 102 3 3 -105 -141 -19.3 97 26 26 -62 92 -146
015 0.5 118 1 1 -84 -96 -218 116 09 09 -4 5 -16.6
S 0.1 128 2 2 72 96 -206 124 17 17 -3 5 -156
0.15 138 3 3 6 96 -193 133 26 26 -2 5 -146
0.05 0.5 45 08 08 -152 -162 -19.7 45 07 07 -164 -17.3 -21.2
0.1 53 16 16 -142 -162 -187 53 14 14 -156 -17.3 -203
0.15 6.2 24 24 -132 -162 -17.7 6 21 21 -147 -17.3 -194
01 005 82 08 08 -107 -11.7 -19.7 85 07 07 -117 -12.21.2
01 08 91 16 16 97 -11.7 -187 92 14 14 -108 -125 -203
0.15 99 24 24 87 -117 -17.7 99 21 21 -99 -125 -19.4
015 0.5 12 08 08 62 -7.2 -19.7 124 07 07 -69 -78 221
0.1 128 16 16 -52 -72 -187 131 14 14 -61 -78 -203
0.15 13.6 24 24 42 72 -17.7 138 21 21 -51 -78 -19.4
Pyx — 0.6 0.9
pmoop el L L L Lk Ly Ly L U U Lk Ly Lg
0.05 0.5 35 04 -04 -22 215 -26.9 38 0 0 -207 -207 -255
0.1 44 06 06 -208 -215 -256 48 1 1 -195 207 -243
0.15 54 16 1.6 -195 -21.5 -244 57 19 19 -183 -20.7 1-23.
01 005 73 04 -04 -172 -167 -26.9 77 0 0 -159 -159 525
01 02 83 06 06 -159 -167 -25.6 86 1 1 -147 -159 -243
0.15 93 16 1.6 -147 -16.7 -244 96 19 19 -135 -159 1-23,
015 0.5 11.2 04 -04 -123 -11.8 -26.9 115 0 0 -11.1 -11.255
S 0.1 121 06 06 -11.1 -11.8 -256 124 1 1 99 -111 -243
0.15 131 16 1.6 -9.8 -11.8 -24.4 134 19 19 -87 -11.1 123
0.05 0.5 63 28 28 -151 -185 -19.4 63 26 26 -173 -20.6 -21.9
0.1 72 37 37 -14 -185 -184 72 35 35 -162 -206 -20.7
0.15 81 46 46 -129 -185 -17.3 81 44 44 -151 -20.6 619.
01 005 98 28 28 -108 -142 -194 99 26 26 -128 -16.219
01 08 107 37 37 -97 -142 -184 108 35 35 -11.7 -16.1 7-20.
0.15 116 46 46 -86 -142 -17.3 117 44 44 -105 -16.1 .619
015 0.5 134 28 28 -64 -98 -194 135 26 26 -82 -11L.RL9
0.1 143 37 37 53 -98 -184 144 35 35 -71 -115 -20.7
0.15 152 46 46 -42 -98 -173 153 44 44 -6 -115 -196

6.2 Numerical Illustration Using Real Population

We have considered the following real populations to denmatesthe efficacy of the proposed estimation strategies in
Tables 3 - 4.

i). The Educational Attainment by the United States (Talde RB3)
Y1: Percent of persons 25 years and over who have completedeBas Degree in 2008 in a state in United States.
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X1: Percent of persons 25 years and over who have completed3dighol in 2008 in a state in United States.

Y»: Percent of persons 25 years and over who have completedneB&s Degree in 2009 in a state in United States.

Xo: Percent of persons 25 years and over who have completed3digbol in 2009 in a state in United States.

Z: Percent of persons 25 years and over who have completedizméed Degree in the year 2006 in a state in United
States.

N = 50,Y1= 27.36,X1= 86.58,Y,= 27.59,X,= 86.88,Z= 9.76,C,, = 2.08,C,,= 0.95,Cy,= 2.10,C,,= 0.98,C,= 3.33,
Pyyx = -0.09,py,%,= -0.11,py.,= 0.95,0x,,= -0.16.

ii). Community Hospitals of the United States (Table No- 174
Y1: Number of hospitals of a state in United States in 2008.
Xy: Total number of patients admitted in all hospitals of aestatUnited States in 2008.
Y,: Number of hospitals of a state in United States in 2009.
Xo: Total number of patients admitted in all hospitals of aestatUnited States in 2009.
Z: Total number of beds in all hospitals of a state in Uniteat&t in 2008.
N=50,Y1= 98.24,X;= 701.16 Y= 98.20,X,= 696.61 Z= 15.80,Cy,= 2.65,C,, = 2.32,C,,= 2.68,Cy,= 2.32,C,= 2.22,
Py = 0.76,0y,x,= 0.74,py,,= 0.79,0x,,= 0.98.
Survey data are collected from the Statistical Abstrachefnited States 2012 published by the United States Census
Bureau.

Table 3: Percent relative losses in precision from Education SufVafle No-233)

U U

a P P2 L L L LR Lg Lg
0.05 0.05 12.0 11.0 11.0 -56.9 76.6 -58.6
0.1 20.5 19.6 19.6 -41.6 -76.6 -43.3
0.15 27.4 26.5 26.5 -29.4 -76.6 -31.0
0.1 0.05 12.9 11.0 11.0 -55.2 -74.9 -58.6
1 0.1 215 19.6 19.6 -39.9 -74.9 -43.3
0.15 28.4 26.5 26.5 -27.7 -74.9 -31.0
0.15 0.05 13.9 11.0 11.0 -53.4 -73.1 -58.6
0.1 22,5 19.6 19.6 -38.1 -73.1 -43.3
0.15 29.4 26.5 26.5 -25.9 -73.1 -31.0
0.05 0.05 -65.9 67.0 67.0 -147.4 475 -149.0
0.1 -32.9 -34.0 -34.0 -98.2 -47.5 -99.8
0.15 -11.8 -12.9 -12.9 -66.8 -47.5 -68.4
0.1 0.05 -64.7 -67.0 -67.0 -145.7 -45.8 -149.0
-1 0.1 -31.7 -34.0 -34.0 -96.5 -45.8 -99.8
0.15 -10.7 -12.9 -12.9 -65.1 -45.8 -68.4
0.15 0.05 -63.5 -67.0 -67.0 -143.9 -44.0 -149.0
0.1 -30.5 -34.0 -34.0 -94.7 -44.0 -99.8
0.15 -9.5 -12.9 -12.9 -63.3 -44.0 -68.4
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Table 4: Percent relative losses in precision from Hospital Surieple No-174)

U 7

a P P2 L L L LR Lg Lg
0.05 0.05 15 0.6 0.6 2.3 2.9 3.3
0.1 2.0 1.1 1.1 -1.7 -2.9 2.7
0.15 2.6 1.7 1.7 -1.1 -2.9 -2.0
0.1 0.05 2.4 0.6 0.6 -1.3 -1.9 -3.3
1 0.1 3.0 1.1 1.1 -0.7 -1.9 2.7
0.15 3.6 1.7 1.7 -0.1 -1.9 -2.0
0.15 0.05 35 0.6 0.6 -0.2 -0.8 -3.3
0.1 4.0 1.1 1.1 0.4 -0.8 2.7
0.15 4.6 1.7 1.7 1.0 -0.8 -2.0
0.05 0.05 21.1 15.1 15.1 174 -39.8 26.4
0.1 21.6 15.5 15.5 -16.7 -39.8 -25.8
0.15 22.0 15.9 15.9 -16.1 -39.8 -25.1
0.1 0.05 26.8 15.1 15.1 -9.0 -31.4 -26.4
-1 0.1 27.2 15.5 15.5 -8.4 -31.4 -25.8
0.15 27.6 15.9 15.9 7.7 -31.4 -25.1
0.15 0.05 32.0 15.1 15.1 -1.2 -23.6 -26.4
0.1 32.4 15.5 15.5 -0.5 -23.6 -25.8
0.15 32.9 15.9 15.9 -0.1 -23.6 -25.1

6.3 Efficiency Comparison

To elucidate the efficacy of our proposed estimators, we baxgared our estimators with the sample estimatoRs gf
under the similar circumstances as the estimafors andT” using the real populations discussed in section 6.2. We
have made comparison of

). The estimator§” and T’ with R* which is the sample estimator 8 ) when non-response occurs on both the first
occasion as well as on the second (current) occasion anfinedeas

R* = ARy ry) @)+ (1—2A)Roma) (68)

where,A is real constant to be determined by the minimization of tleamsquare error ¢t*.

ii). The estimatofT’ with R which is the sample estimator B ) when non-response occurs only on the first occasion
which is defined in the equation (42).

The bias and mean square erroRSffor large N (i.e., N— ) are derived as

B(R*)opt = )\optB(R(u—rz)(a)) + (1_ )\opt)B(RZm(a)) (69)
M(R(ufrz)(a)) X M(RZm(a))
M(R* = 70
(RJop M(Ru—ry)(a)) + M(Rom(ary) (70)
and
Aoy — M(RZm(a)) (71)
t =
P M(Ry-rp)(a) + M(Rom(a))

where, L
B(R(u—rz)(a)) =a f*sz[E(a - 1)CX2 - py2X2CY2]R2(a) (72)
M (R(U*rz)(a)) = R%(a) f* [C)%z + UZC)%z - ZapY2X2Cy2CX2] (73)

andB(Rom(q)) andM(Ram(q)) are given in the equations (50) and (52).

ThereforePRE[T(orT”)]:#T),‘,’;‘Opt x 100

PRE[T'J=70e x 100
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Table5: PREs of different estimators

Educational attainment by United States (TableNo-233)  Community hospitals of United States (Table No - 174)

p1L P2 PRE(T) PRET) PRET") p1L P2 PRE(T) PRET) PRET")

0.05 0.05 158.95 176.57 160.62 0.05 0.05 103.67 102.92 104.6

0.1 145.36 176.57 147.05 0.1 104.42 102.92 105.37

0.15 134.59 176.57 136.3 0.15 105.17 102.92 106.14

I 0.1 0.05 157.21 174.85 160.62 0.1 0.05 102.65 101.91 104.61
= 0.1 143.6 174.85 147.05 0.1 103.39 101.91 105.37
0.15 132.8 174.85 136.3 0.15 104.13 101.91 106.14

0.15 0.05 155.39 173.05 160.62 0.15 0.05 101.55 100.82 104.6

0.1 141.75 173.05 147.05 0.1 102.27 100.82 105.37

0.15 130.93 173.05 136.3 0.15 103 100.82 106.14

p1L P2 PRE(T) PRET) PRET") p1 P2 PRE(T) PRET) PRET)

0.05 0.05 250.62 147.52 252.29 0.05 0.05 118.9 139.8 128.06

0.1 203.43 147.52 205.12 0.1 119.83 139.8 129.11

0.15 173.47 147.52 175.19 0.15 120.76 139.8 130.16

I 0.1 0.05 248.88 145.8 252.29 0.1 0.05 110.4 131.4 128.06
= 0.1 201.67 145.8 205.12 0.1 111.21 131.4 129.11
0.15 171.68 145.8 175.19 0.15 112.02 131.4 130.16
0.15 0.05 247.07 144.01 252.29 0.15 0.05 102.49 123.6 128.06

0.1 199.82 144.01 205.12 0.1 103.2 123.6 129.11

0.15 169.82 144.01 175.19 0.15 103.91 123.6 130.16

7 Per spective

The following conclusions can be drawn from the above study:

I. From simulation study:

a) Table-1 interprets that for fixed values@f andpy,, the absolute percent relative biaseSof’ andT" (i.e., B*, B¥

and B*" with respect tor and Bg, B*R/ and B*R" with respect toR) are getting reduced with different choices of the
non-response rafg; andp, on the first and second (current) occasion respectively Bélhavior is highly desirable as it
conclude that for different choices of non-response ratéherfirst occasion or on the second occasion or on both the
occasions, our proposed methodology provides estimateg alith reduced bias. This phenomenon establishes that the
suggested methodology is competent enough in reducingetptine effect of non-response to great extent.

b) Table-1 also exhibits that for fixed non-response rpteandp, and for fixed value opy,, our estimatord, T andT"
provide estimates with less bias for increasing valuegyaf The same behavior is noticed if we incregge with the

fixed value ofpyy kipping p1 andp; as fixed. These behaviors states that the estimators and T~ will give estimates

with reduced absolute bias if the study variables y and x eff@yhcorrelated with the auxiliary character z.

c) Table-2 explains that if we fix the correlation coefficebetween x and z and y and z, we observe that the loss in the
precision of our proposed estimators are not too high, dvepércent relative losses 5f T and T with respect to the
sample estimatoR, are becoming negative (i.e. gains), for different valuesanm-response ratgs, and p,. The same
behavior is noticed if we fix the non-response rgigsind p, while the values opyx andpy. are varying.

II. Using the real populations:

a) From Table-3 and Table-4 we can observe the same behavithre percent relative losses of T andT" as in
Table-2. This behavior is highly desirable, as it pays imt&of enhance precision of estimates as well as reduces the
cost of survey.

b) In Table-5, it can be observed that for various choices;dnd p, (non-response rates on first and second occasions)
our proposed estimators, T and T" are more efficient than the sample estimatorsRgf,) under the similar
circumstances.

Thus, the above analysis indicates the effectiveness ofpoyposed methods of imputation and vindicates the
competent of suggested estimators in reducing the negzffiwet of non-response situations more precisely. It iseo b
noted that the absolute percent relative biases are ledsss®k in precision are not appreciable and even in mang case
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negative losses (gains) are noticeable which establiblegzracticability of our proposed estimation procedurestisy
may be recommended to the survey statisticians and poait for their use in real life problems.
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