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#### Abstract

In this work, the matrix stability of the finite difference scheme based on Crank Nicolson method, for solving time-fractional heat equations, is investigated. An iterative formula is presented for the coefficient matrices of the error equations. Upper bounds for $l_{2}-$ norms of the coefficient matrices are obtained by a new method based on matrix diagonalization. A detailed numerical analysis, including tables figures and error comparisons, are given to demonstrate the theoretical results.
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## 1 Introduction

The fractional partial differential equations (FPDEs) are extension of classical partial differential equations which involved in non-integer order derivative or integral. During the last decades of twentieth century, fractional calculus theory has achieved significant attention due to its widespread ability to model processes in the fields of science and engineering. The most important and fundamental theoretical achievements about fractional calculus and FDEs can be found in $[1,2,3$, 4,5,6]. Many phenomenon has been modeled more efficiently by using fractional calculus than classical calculus. Hence, the FPDEs have been used to describe many processes in finance, physics, chemistry, biology and viscoelasticity $[7,8,9$, $10,11]$. As a result of this, scientists started to investigate new analytical and numerical methods for solving the FPDEs. In recent years, several numerical methods, including convergence and stability analysis, have been developed for different type of FPDEs $[12,13,14,18,19,20,21,22,23,24]$. As in classical numerical methods, stability analysis is the central and the most critical point in fractional numerical methods and so far several stability methods ([25,26,27,28,29,30,31] and references therein) have been used for analysis of fractional methods.

In this work, we firstly, constructed a high order direct difference scheme which is based on Crank-Nicolson method for time-fractional heat equations with the accuracy of order $O\left(\tau^{2}+h^{2}\right)$ at the point $\left(t_{N}, x_{j}\right)$. Then, we proved the stability of the proposed difference scheme via matrix stability which is developed by using matrix diagonalization.
We consider the following time fractional heat equation;

$$
\left\{\begin{array}{l}
\frac{\partial^{\alpha} u(t, x)}{\partial t}=\frac{\partial^{2} u(t, x)}{\partial x^{x} x}+f(t, x), \quad x \in(0,1), t \in(0,1)  \tag{1}\\
u(0, x)=r(x), \quad x \in[0,1], \\
u(t, 0)=p(t), u(t, 1)=q(t), \quad t \in[0,1] .
\end{array}\right.
$$

where $f(t, x), p(t)$ and $q(t)$ are all given and sufficiently smooth functions and the term $\frac{\partial^{\alpha} u(t, x)}{\partial t^{\alpha}}$ denotes $\alpha$-order RiemannLiouville fractional derivative given with the formula:

$$
\frac{\partial^{\alpha} u(t, x)}{\partial t^{\alpha}}=\left\{\begin{array}{l}
\frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial t} \int_{0}^{t} \frac{u(s, x)}{(t-s)^{\alpha}} d s, \text { if } 0<\alpha<1 \\
\frac{\partial}{\partial t} u(t, x), \text { if } \alpha=1
\end{array}\right.
$$

[^0]where $\Gamma($.$) is the Gamma function. We assume here that the problem (1) has an exact solution u(t, x) \in C_{t, x}^{2,4}([0,1] \times[0,1])$ which is smooth enough to satisfy the requirements of discretization.

The framework of the paper is as follows. In Section 2, we propose an extension of the Crank-Nicolson different scheme, to be used in the numerical simulations of the fractional heat equation. In Section 3, we prove the stability of the proposed method. This is followed by the simulations of the model on Section 4. The work is concluded in Section 5.

## 2 Discretization of the Problem

In this section, we introduce the basic ideas for the numerical solutions of the time fractional heat equation (1) by an extension of the Crank-Nicolson type difference scheme.

For any two positive integers $M$ and $N$, we denote $x_{j}=j h, t_{k}=k \tau, \Omega_{h}=\left\{x_{j} \mid 0 \leq j \leq M\right\}, \Omega_{\tau}=\left\{t_{k} \mid 0 \leq k \leq N\right\}$. The computational domain $[0,1] \times[0,1]$ is covered by $\Omega_{h}^{\tau}=\Omega_{h} \times \Omega_{\tau}$, where $h=1 / M, \tau=1 / N$ are the uniform spatial and temporal mesh sizes, respectively. Suppose $V_{h}=\left\{u \mid u=\left(u_{0}, u_{1}, \ldots, u_{M}\right)\right\}$ is a grid function space defined on $\Omega_{h}$. For any grid function $u \in V_{h}$, introduce the following notations:

$$
\delta_{x} u_{i+\frac{1}{2}}=\frac{1}{2}\left(u_{i+1}-u_{i}\right), \quad \delta_{x} u_{i}=\frac{1}{2 h}\left(u_{i+1}-u_{i-1}\right), \quad \delta_{x}^{2} u_{i}=\frac{1}{h}\left(\delta_{x} u_{i+\frac{1}{2}}-\delta_{x} u_{i-\frac{1}{2}}\right),
$$

where $u_{i+\frac{1}{2}}=\frac{1}{2}\left(u_{i+1}+u_{i}\right)$.
Let $V^{\tau}=\left\{u \mid u=\left(u^{0}, u^{1}, \ldots, u^{N}\right)\right\}$ be grid function space defined on $\Omega_{\tau}$. For any grid function $u \in V^{\tau}$, introduce the following notations

$$
\delta_{t}^{\alpha} u^{k+\frac{1}{2}}=\omega_{0} u_{j}^{k+1}+\left(\omega_{1}-\omega_{0}\right) u_{j}^{k}+\sum_{r=1}^{k-1}\left(\omega_{r+1}-\omega_{r}\right) u_{j}^{k-r}-\left(\omega_{k}-b_{k}\right) u_{j}^{0}
$$

as the discrete fractional derivative operator, where $\omega_{0}=b_{0}-a_{0} ; \omega_{r}=a_{r-1}-a_{r}-(r-1) b_{r-1}+(r+1) b_{r}$ for $1 \leq r \leq N$ and $a_{r}=\frac{\tau^{-\alpha}}{\Gamma(1-\alpha)}\left[\frac{(r+1)^{2-\alpha}-r^{2-\alpha}}{(2-\alpha)}\right], b_{r}=\frac{\tau^{-\alpha}}{\Gamma(1-\alpha)}\left[\frac{(r+1)^{1-\alpha}-r^{1-\alpha}}{(1-\alpha)}\right]$ for $0 \leq r \leq N$.

Lemma 1.Suppose $0<\alpha<1, y \in C^{2}\left[0, t_{k+\frac{1}{2}}\right]$, it holds that

$$
\left.\frac{\partial^{\alpha} u(t, x)}{\partial t^{\alpha}}\right|_{t=t} ^{k+\frac{1}{2}}, ~-\delta_{t}^{\alpha} u^{k+\frac{1}{2}} \left\lvert\, \leq \frac{1}{\Gamma(2-\alpha)} O\left(\tau^{2-\alpha+\alpha \ln k}\right)+O\left(\tau^{2}\right)\right.
$$

## Proof.

Let $H(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{y(s)}{(t-s)^{\alpha}} d s$. Then, we have the following approximation for $H\left(t_{k}\right)$;

$$
\begin{aligned}
H\left(t_{k}\right) & =\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t_{k}} \frac{y(s)}{\left(t_{k}-s\right)^{\alpha}} d s \\
& =\frac{1}{\Gamma(1-\alpha)} \sum_{r=1}^{k} \int_{(r-1) \tau}^{r \tau} \frac{y(s)}{\left(t_{k}-s\right)^{\alpha}} d s \\
& =\frac{1}{\Gamma(1-\alpha)} \sum_{r=1}^{k} \int_{(r-1) \tau}^{r \tau}\left[\frac{\left(s-t_{r}\right)}{-\tau} y^{r-1}+\frac{\left(s-t_{r-1}\right)}{\tau} y^{r}+\frac{\left(s-t_{r}\right)\left(s-t_{r-1}\right)}{2!} y^{\prime \prime}(\xi)\right] \frac{1}{\left(t_{k}-s\right)^{\alpha}} d s \\
& =\tau \sum_{r=0}^{k-1}\left(a_{r}-r b_{r}\right) y^{k-r-1}-\tau \sum_{r=0}^{k-1}\left(a_{r}-(r+1) b_{r}\right) y^{k-r}+R_{k} .
\end{aligned}
$$

Now, using the idea of Crank-Nicolson method, we construct a discrete approximation to the fractional derivative $\frac{d^{\alpha} y(t)}{d t^{\alpha}}$ at the point $t=t_{k+\frac{1}{2}}$;

$$
\begin{aligned}
\left.\frac{d^{\alpha} y(t)}{d t^{\alpha}}\right|_{t=t_{k+\frac{1}{2}}} & =\left.\quad \frac{d}{d t} H(t)\right|_{t=t_{k+\frac{1}{2}}}=\frac{H\left(t_{k+1}\right)-H\left(t_{k}\right)}{\tau}+O\left(\tau^{2}\right) \\
& =\omega_{0} y^{k+1}+\left(\omega_{1}-\omega_{0}\right) y^{k}+\sum_{r=1}^{k-1}\left(\omega_{r+1}-\omega_{r}\right) y^{k-r}-\left(\omega_{k}-b_{k}\right) y^{0}+R_{k+\frac{1}{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|R_{k+\frac{1}{2}}\right| & =\frac{1}{\Gamma(2-\alpha)}\left[\frac{(k+1)^{1-\alpha}-k^{1-\alpha}}{\tau}\right] O\left(\tau^{3-\alpha}\right)+O\left(\tau^{2}\right) \\
& =\frac{1}{\Gamma(2-\alpha)}\left[\frac{(\tau(k+1))^{1-\alpha}-(\tau k)^{1-\alpha}}{\tau}\right] O\left(\tau^{2}\right)+O\left(\tau^{2}\right)
\end{aligned}
$$

On the other hand, putting $f(x)=x^{1-\alpha}$ and using the mean-value theorem, we get $\left[\frac{\tau^{1-\alpha}\left((k+1)^{1-\alpha}-k^{1-\alpha}\right)}{\tau}\right]=\frac{1}{\tau^{a}} f^{\prime}(c)$ where $k \leq c \leq k+1$. Then

$$
\begin{aligned}
& \begin{aligned}
{\left[\frac{\left((k+1)^{1-\alpha}-k^{1-\alpha}\right)}{\tau^{\alpha}}\right] } & =\frac{(1-\alpha) c^{-\alpha}}{\tau^{\alpha}}, k \leq c \leq(k+1) \\
& \leq \frac{(1-\alpha)}{k^{\alpha} \tau^{\alpha}} \\
& =(1-\alpha) \tau^{-\alpha+\alpha \frac{\ln k}{\ln N}},\left(\text { since } \frac{1}{k^{\alpha}}=\tau^{\alpha \frac{\ln k}{\ln N}}\right)
\end{aligned} \\
& \left\lvert\, \begin{aligned}
\left|R_{k+\frac{1}{2}}\right| \leq \frac{1}{\Gamma(2-\alpha)}\left[(1-\alpha) \tau^{-\alpha+\alpha \ln k}\right] O\left(\tau^{2}\right)+O\left(\tau^{2}\right)
\end{aligned}\right. \\
& =\frac{1}{\Gamma(2-\alpha)} O\left(\tau^{\left.2-\alpha+\alpha \frac{\ln k}{\ln N}\right)+O\left(\tau^{2}\right)}\right.
\end{aligned}
$$

It is obvious that the convergence order of difference derivative is 2 as $k \rightarrow N$.
Neglecting $R_{k+\frac{1}{2}}$ gives, the following approximation for fractional derivative

$$
\begin{equation*}
\frac{\partial^{\alpha} u\left(t_{k+\frac{1}{2}}, x_{j}\right)}{\partial t^{\alpha}}=\omega_{0} u_{j}^{k+1}+\left(\omega_{1}-\omega_{0}\right) u_{j}^{k}+\sum_{r=1}^{k-1}\left(\omega_{r+1}-\omega_{r}\right) u_{j}^{k-r}-\left(\omega_{k}-b_{k}\right) u_{j}^{0} \tag{2}
\end{equation*}
$$

Here, it can be easily proved that the sequences which are the coefficients of the approximation formula (2) $a_{k}, b_{k}$ and $\omega_{k}$ satisfy the following Lemma.

## Lemma 2.

$\bullet a_{k}$ is increasing, $0<a_{0}<a_{1}<a_{2}<\cdots<a_{N}$.

- $b_{k}$ is decreasing, $b_{0}>b_{1}>b_{2}>\cdots>b_{N}>0$.
- $\omega_{k}$ is decreasing, $\omega_{1}>\omega_{2}>\omega_{3}>\cdots>\omega_{N}>0$ for $k \geq 1$ and $\omega_{0}>\omega_{1}$ when $\alpha \geq 2-\frac{\ln 3}{\ln 2} \approx 0.42$
$\bullet a_{k}-k b_{k}$ is decreasing, $a_{0}-0 b_{0}>a_{1}-1 b_{1}>a_{2}-2 b_{2}>\cdots>a_{N}-N b_{N}>0$.
- $\omega_{k}-b_{k}>0$ for all $1 \leq k \leq N$.

Using the notations given above, we obtain the following difference scheme for the problem (1)

$$
\begin{cases}\delta_{t}^{\alpha} u_{j}^{k+\frac{1}{2}}=\delta_{x}^{2} u_{j}^{k+\frac{1}{2}}+f_{j}^{k+\frac{1}{2}}, 0 \leq k \leq N-1,1 \leq j \leq M-1,  \tag{3}\\ u_{j}^{0}=r\left(x_{j}\right), & 0 \leq j \leq M, \\ u_{0}^{k}=p\left(t_{k}\right), u_{M}^{k}=q\left(t_{k}\right), & 0 \leq k \leq N .\end{cases}
$$

and substituting formulas, we get

$$
\left\{\begin{array}{l}
\omega_{0} u_{j}^{k+1}+\left(\omega_{1}-\omega_{0}\right) u_{j}^{k}+\sum_{r=1}^{k-1}\left(\omega_{r+1}-\omega_{r}\right) u_{j}^{k-r}-\left(\omega_{k}-b_{k}\right) u_{j}^{0}  \tag{4}\\
=\left[\frac{u_{j+1}^{k+1}-2 u_{j}^{k+1}+u_{j-1}^{k+1}}{2 h^{2}}+\frac{u_{j+1}^{k}-2 u_{j}^{k}+u_{j-1}^{k}}{2 h^{2}}\right]+f\left(t_{k+1 / 2}, x_{j}\right), \quad 0 \leq k \leq N-1,1 \leq j \leq M-1, \\
u_{j}^{0}=0, \quad 0 \leq j \leq M, \\
u_{0}^{k}=p\left(t_{k}\right), \quad u_{M}^{k}=q\left(t_{k}\right), \quad 0 \leq k \leq N
\end{array}\right.
$$

## 3 Stability of the Method

### 3.1 The Matrix Stability of the Method

To analyze the matrix stability of the method we rewrite the difference scheme (4) in the following matrix form:

$$
\left\{\begin{array}{l}
A U^{1}=B U^{0}+F^{0},  \tag{5}\\
A U^{k+1}=R U^{k}+\sum_{r=1}^{k-1}\left(\omega_{r}-\omega_{r+1}\right) U^{k-r}+\left(\omega_{k}-b_{k}\right) U^{0}+F^{k}, 1 \leq k \leq N-1
\end{array}\right.
$$

where $A_{(M-1) \times(M-1)}, B_{(M-1) \times(M-1)}$ and $R_{(M-1) \times(M-1)}$ are the matrices of the form

$$
A=\left[\begin{array}{ccccc}
\omega_{0}+\frac{1}{h^{2}} & -\frac{1}{2 h^{2}} & 0 & \cdots & 0 \\
-\frac{1}{2 h^{2}} & \omega_{0}+\frac{1}{h^{2}} & -\frac{1}{2 h^{2}} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & -\frac{1}{2 h^{2}} & \omega_{0}+\frac{1}{h^{2}} & -\frac{1}{2 h^{2}} \\
0 & \cdots & 0 & -\frac{1}{2 h^{2}} & \omega_{0}+\frac{1}{h^{2}}
\end{array}\right],
$$

$$
B=\left[\begin{array}{cccc}
2 \omega_{0}-\omega_{1}-b_{0}-\frac{1}{h^{2}} & \frac{1}{2 h^{2}} & 0 & 0 \\
\frac{1}{2 h^{2}} & \cdots & \cdots & 0 \\
\cdots & \frac{1}{2 h^{2}} & 2 \omega_{0}-\omega_{1}-b_{0}-\frac{1}{h^{2}} & \frac{1}{2 h^{2}} \\
0 & \cdots & \frac{1}{2 h^{2}} & 2 \omega_{0}-\omega_{1}-b_{0}-\frac{1}{h^{2}}
\end{array}\right]
$$

and

$$
R=\left[\begin{array}{ccccc}
\omega_{0}-\omega_{1}-\frac{1}{h^{2}} & \frac{1}{2 h^{2}} & 0 & \cdots & 0 \\
\frac{1}{2 h^{2}} & \omega_{0}-\omega_{1}-\frac{1}{h^{2}} \frac{1}{2 h^{2}} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \frac{1}{2 h^{2}} & \omega_{0}-\omega_{1}-\frac{1}{h^{2}} & \frac{1}{2 h^{2}} \\
0 & \cdots & 0 & \frac{1}{2 h^{2}} & \omega_{0}-\omega_{1}-\frac{1}{h^{2}}
\end{array}\right]
$$

Besides, $F^{k}$ and $U^{k}$ are the vectors as follows

$$
F^{k}=\left[\begin{array}{c}
f\left(t_{k+\frac{1}{2}}, x_{1}\right)+\frac{1}{2 h^{2}}\left(p\left(t_{k}\right)+p\left(t_{k+1}\right)\right) \\
f\left(t_{k+\frac{1}{2}}, x_{2}\right) \\
\cdots \\
f\left(t_{k+\frac{1}{2}}, x_{M-2}\right) \\
f\left(t_{k+\frac{1}{2}}, x_{M-1}\right)+\frac{1}{2 h^{2}}\left(q\left(t_{k}\right)+q\left(t_{k+1}\right)\right)
\end{array}\right] \text { and } U^{k}=\left[\begin{array}{c}
u_{1}^{k} \\
u_{2}^{k} \\
\cdots \\
u_{M-2}^{k} \\
u_{M-1}^{k}
\end{array}\right]
$$

Setting
$P=\left[\begin{array}{ccccc}\frac{1}{h^{2}} & -\frac{1}{2 h^{2}} & 0 & \cdots & 0 \\ -\frac{1}{2 h^{2}} & \frac{1}{h^{2}} & -\frac{1}{2 h^{2}} & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & -\frac{1}{2 h^{2}} & \frac{1}{h^{2}} & -\frac{1}{2 h^{2}} \\ 0 & \cdots & 0 & -\frac{1}{2 h^{2}} & \frac{1}{h^{2}}\end{array}\right]$
we can rewrite the matrices $A, B$ and $R$;

$$
\begin{aligned}
& A=\omega_{0} I+P \\
& B=\left(2 \omega_{0}-\omega_{1}-b_{0}\right) I-P \\
& R=\left(\omega_{0}-\omega_{1}\right) I-P
\end{aligned}
$$

Actually, since the coefficient matrices are symmetric, we can easily analyze $l_{2}$ norm of the matrices. Because we know that $l_{2}$ norm of the symmetric matrix equals to maximum of the absolute value of its eigenvalues. So, the norms of the coefficient matrices are

$$
\begin{aligned}
\|A\|_{2} & =\max _{1 \leq s \leq M-1}\left|\omega_{0}+\lambda_{P_{s}}\right|=\rho(A) \\
\|B\|_{2} & =\max _{1 \leq s \leq M-1}\left|2 \omega_{0}-\omega_{1}-b_{0}-\lambda_{P_{s}}\right|=\rho(B)
\end{aligned}
$$

$$
\|R\|_{2}=\max _{1 \leq s \leq M-1}\left|\omega_{0}-\omega_{1}-\lambda_{P_{s}}\right|=\rho(R)
$$

where $\lambda_{P_{s}}$ denotes $s-t h$ eigenvalue of matrix $P$, and if we formulate the eigenvalues of the matrix $P$,

$$
\begin{aligned}
\lambda_{P_{s}} & =\frac{1}{h^{2}}+2 \frac{1}{2 h^{2}} \cos \left(\frac{s \pi}{M}\right) \\
& =M^{2}\left(1+\cos \left(\frac{s \pi}{M}\right)\right), s=1,2, \ldots, M-1
\end{aligned}
$$

and it is obvious that all eigenvalues of the matrix $P$ are positive.
Let $\tilde{u}_{j}^{k}$ be approximate solution of (5) and define $e_{j}^{k}=U_{j}^{k}-\tilde{u}_{j}^{k}, k=0,1, \ldots, N ; j=0,1,2, \ldots, M$. Then we obtain the following error equations for the difference scheme (5)

$$
\left\{\begin{array}{l}
A e^{1}=B e^{0} \\
A e^{k+1}=R e^{k} \sum_{r=1}^{k-1}\left(\omega_{r}-\omega_{r+1}\right) e^{k-r}+\left(\omega_{k}-b_{k}\right) e^{0}, 1 \leq k \leq N-1
\end{array}\right.
$$

To simplify analyzing the coefficient matrices, we rearrange the system above and rewrite $e^{k}$ according to $e^{0}$ for all $1 \leq k \leq N-1$, then we get following formulas for the coefficient matrices $Z_{k}$ for $1 \leq k \leq N-1$;

$$
\left\{\begin{array}{l}
Z_{1}=A^{-1} B  \tag{6}\\
Z_{k+1}=A^{-1} R Z_{k}+A^{-1}\left(\omega_{1}-\omega_{2}\right) Z_{k-1}+\cdots+A^{-1}\left(\omega_{k-1}-\omega_{k}\right) Z_{1}+A^{-1}\left(\omega_{k}-b_{k}\right), 1 \leq k \leq N-1
\end{array}\right.
$$

which are obtained by following calculations;
$e^{1}=A^{-1} B e^{0}=Z_{1} e^{0}$,

$$
e^{2}=A^{-1} R e^{1}+A^{-1}\left(\omega_{1}-b_{1}\right) e^{0}=A^{-1} R Z_{1} e^{0}+A^{-1}\left(\omega_{1}-b_{1}\right) e^{0}=\left(A^{-1} R Z_{1}+A^{-1}\left(\omega_{1}-b_{1}\right)\right) e^{0}=Z_{2} e^{0}
$$

and generally

$$
\begin{aligned}
e^{k+1} & =A^{-1} R e^{k}+A^{-1} \sum_{r=1}^{k-1}\left(\omega_{r}-\omega_{r+1}\right) e^{k-r}+A^{-1}\left(\omega_{k}-b_{k}\right) e^{0} \\
& =A^{-1} R Z_{k} e^{0}+A^{-1}\left(\omega_{1}-\omega_{2}\right) Z_{k-1} e^{0}+\cdots+A^{-1}\left(\omega_{k-1}-\omega_{k}\right) Z_{1} e^{0}+A^{-1}\left(\omega_{k}-b_{k}\right) e^{0} \\
& =\left(A^{-1} R Z_{k}+A^{-1}\left(\omega_{1}-\omega_{2}\right) Z_{k-1}+\cdots+A^{-1}\left(\omega_{k-1}-\omega_{k}\right) Z_{1}+A^{-1}\left(\omega_{k}-b_{k}\right)\right) e^{0} \\
& =Z_{k+1} e^{0}, \quad 1 \leq k \leq N-1
\end{aligned}
$$

We note that the iteration matrix of the Crank-Nicolson method for solving classical heat equation, is of the form $Z_{1}=A^{-1} R$. But, in fractional problems there are $N$ different types of iteration matrices (i.e., $Z_{k}$ ). So, the matrix stability of the fractional case has some difficulties according to classical case. In this work, we deal with these difficulties.
First, we will denote some lemmas to ease stability analysis.
Lemma 3.[32] If $\lambda$ is an eigenvalue of a matrix $M$ and $r(M)$ is any rational function of $M$, then $r(\lambda)$ is an eigenvalue of $r(M)$ corresponding to the same eigenvectors.

Lemma 4.[32] Similar matrices have the same eigenvalues.
Let $P$ be the matrix satisfying $V^{-1} P V=D_{P}$, where the diagonal entries of $D_{p}$ are eigenvalues of $P$ and the columns of $V$ are the corresponding eigenvectors. Since, the matrices $Z_{k}-s$ can be expressed as a rational function of the matrix $P$ (i.e.; $Z_{k}=r(P)$ ), from the Lemma 3 and Lemma 4, we have that $\left(D_{Z_{k}}\right)_{s, s}=r\left(\left(D_{P}\right)_{s, s}\right)$.

Theorem 1. Let $Z_{n}$ be a coefficient matrix of the difference scheme (4) which is formulated by (6). Then,

$$
\left\|Z_{n}\right\|_{2} \leq 1, \quad 1 \leq n \leq N
$$

Proof. To show the matrix stability of the difference scheme (4), we will prove that the $l_{2}$ norm of the all iteration matrices are less then unity via mathematical induction.

Firstly, $Z_{1}=A^{-1} B=\left(\omega_{0} I+P\right)^{-1}\left(\left(2 \omega_{0}-\omega_{1}-b_{0}\right) I-P\right)$ and thus

$$
\begin{aligned}
& \left\|Z_{1}\right\|_{2}=\left\|A^{-1} B\right\|_{2} \\
& =\left\|\left(V D_{A} V^{-1}\right)^{-1}\left(V D_{B} V^{-1}\right)\right\|_{2} \\
& =\left\|\left(V\left(D_{A}\right)^{-1} V^{-1}\right)\left(V D_{B} V^{-1}\right)\right\|_{2} \\
& =\left\|V\left(D_{A}\right)^{-1} D_{B} V^{-1}\right\|_{2} \\
& =\left\|V\left[\begin{array}{llll}
\frac{1}{\left(\lambda_{A}\right)_{1}} & & & \\
& \ddots & & \\
& & \ddots & \\
& & & \frac{1}{\left(\lambda_{A}\right)_{M-1}}
\end{array}\right]\left[\begin{array}{llll}
\left(\lambda_{B}\right)_{1} & & & \\
& \ddots & & \\
& & \ddots & \\
& & & \left(\lambda_{B}\right)_{M-1}
\end{array}\right] V^{-1}\right\|_{2} \\
& =\left\|\left[\begin{array}{llll}
\frac{2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{1}}{\omega_{0}+\left(\lambda_{P}\right)_{1}} & & & \\
& \frac{2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{2}}{\omega_{0}+\left(\lambda_{P}\right)_{2}} & & \\
& & \ddots & \\
& & \frac{2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{M-1}}{\omega_{0}+\left(\lambda_{P}\right)_{M-1}}
\end{array}\right] V^{-1}\right\|_{2} \\
& =\left\|V D_{Z_{1}} V^{-1}\right\|_{2} .
\end{aligned}
$$

As we mention above, $\left\|Z_{1}\right\|_{2}=\rho\left(Z_{1}\right)$. Since similar matrices have the same eigenvalues and $\omega_{0}>0,\left(\lambda_{P}\right)_{s}>0$, we have that

$$
\begin{aligned}
\left\|Z_{1}\right\|_{2} & =\rho\left(Z_{1}\right)=\rho\left(D_{Z_{1}}\right) \\
& =\max _{1 \leq s \leq M-1}\left|\frac{2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\max _{1 \leq s \leq M-1} \frac{\left|2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{s}\right|}{\omega_{0}+\left(\lambda_{P}\right)_{s}} .
\end{aligned}
$$

$\diamond$ If $2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{s} \geq 0$, then

$$
\begin{aligned}
\left\|Z_{1}\right\|_{2} & =\frac{2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}=\frac{\omega_{0}+\left(\omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{s}\right)}{\omega_{0}+\left(\lambda_{P}\right)_{s}}=\frac{\omega_{0}+\left(-a_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}\right)}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \\
& <\frac{\omega_{0}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<1
\end{aligned}
$$

$\diamond \quad$ if $2 \omega_{0}-\omega_{1}-b_{0}-\left(\lambda_{P}\right)_{s}<0$, then

$$
\begin{aligned}
\left\|Z_{1}\right\|_{2} & =\frac{-2 \omega_{0}+\omega_{1}+b_{0}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \\
& =\frac{-2 \omega_{0}+\omega_{1}+b_{0}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \\
& =\frac{\left(\lambda_{P}\right)_{s}+\left(-2 \omega_{0}+\omega_{1}+b_{0}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}
\end{aligned}
$$

Here, we have two subcases;

- if $-2 \omega_{0}+\omega_{1}+b_{0}<0$, then it is obvious that $\left\|Z_{1}\right\|_{2}<1$,
- if $-2 \omega_{0}+\omega_{1}+b_{0} \geq 0$, then

$$
\begin{aligned}
\left\|Z_{1}\right\|_{2} & =\frac{\left(\lambda_{P}\right)_{s}+\left(-2 \omega_{0}+\omega_{1}+b_{0}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}<1 \\
& \Leftrightarrow-2 \omega_{0}+\omega_{1}+b_{0}<\omega_{0} \\
& \Leftrightarrow \omega_{1}+b_{0}<3 \omega_{0} \\
& \Leftrightarrow \omega_{0}+b_{0}<3 \omega_{0} \\
& \Leftrightarrow b_{0}<2 \omega_{0} \\
& \Leftrightarrow 2 a_{0}<b_{0}
\end{aligned}
$$

and it is always true, since $b_{0}-2 a_{0}=\frac{\tau^{-\alpha}}{\Gamma(1-\alpha)}\left(\frac{1}{1-\alpha}-\frac{2}{2-\alpha}\right)=\frac{\tau^{-\alpha}}{\Gamma(1-\alpha)}\left(\frac{\alpha}{(1-\alpha)(2-\alpha)}\right)>0$. So, we have obtained that

$$
\left\|Z_{1}\right\|_{2}<1
$$

Assume that $\left\|Z_{n}\right\|_{2}<1$ for all $n=1,2, \ldots, k$ and a rational function of $P$. Then,
$Z_{k+1}=A^{-1} R Z_{k}+A^{-1}\left(\omega_{1}-\omega_{2}\right) Z_{k-1}+A^{-1}\left(\omega_{2}-\omega_{3}\right) Z_{k-2}+\cdots+A^{-1}\left(\omega_{k-1}-\omega_{k}\right) Z_{1}+A^{-1}\left(\omega_{k}-b_{k}\right)$ is also a rational function of $P$ and

$$
\begin{aligned}
\left\|Z_{k+1}\right\|_{2}= & \left\|A^{-1} R Z_{k}+A^{-1}\left(\omega_{1}-\omega_{2}\right) Z_{k-1}+\cdots+A^{-1}\left(\omega_{k-1}-\omega_{k}\right) Z_{1}+A^{-1}\left(\omega_{k}-b_{k}\right)\right\|_{2} \\
= & \|\left(V\left(D_{A}\right) V^{-1}\right)^{-1}\left(V D_{R} V^{-1}\right)\left(V D_{Z_{k}} V^{-1}\right)+\left(V\left(D_{A}\right)^{-1} V^{-1}\right)\left(\omega_{1}-\omega_{2}\right)\left(V^{-1} D_{Z_{k-1}} V\right)+\cdots \\
& +\left(V\left(D_{A}\right)^{-1} V^{-1}\right)\left(\omega_{k-1}-\omega_{k}\right)\left(V^{-1} D_{Z_{1}} V\right)+\left(V^{-1} D_{A-1} V\right)\left(\omega_{k}-b_{k}\right) \|_{2} \\
= & \left\|V\left[\left(D_{A}\right)^{-1} D_{R} D_{Z_{k}}+\left(D_{A}\right)^{-1}\left(\omega_{1}-\omega_{2}\right) D_{Z_{k-1}}+\cdots+\left(D_{A}\right)^{-1}\left(\omega_{k-1}-\omega_{k}\right) D_{Z_{1}}+\left(D_{A}\right)^{-1}\left(\omega_{k}-b_{k}\right)\right] V^{-1}\right\|_{2} \\
= & \max _{1 \leq s \leq M-1}\left|\frac{\left(\lambda_{R}\right)_{s}}{\left(\lambda_{A}\right)_{s}}\left(\lambda_{Z_{k}}\right)_{s}+\frac{\left(\omega_{1}-\omega_{2}\right)}{\left(\lambda_{A}\right)_{s}}\left(\lambda_{Z_{k-1}}\right)_{s}+\cdots+\frac{\left(\omega_{k-1}-\omega_{k}\right)}{\left(\lambda_{A}\right)_{s}}\left(\lambda_{Z_{1}}\right)_{s}+\frac{\left(\omega_{k}-b_{k}\right)}{\left(\lambda_{A}\right)_{s}}\right| \\
= & \max _{1 \leq s \leq M-1} \left\lvert\, \frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\left(\lambda_{Z_{k}}\right)_{s}+\frac{\omega_{1}-\omega_{2}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\left(\lambda_{Z_{k-1}}\right)_{s}+\cdots\right. \\
& \left.\quad+\frac{\omega_{k-2}-\omega_{k-1}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\left(\lambda_{Z_{2}}\right)_{s}+\frac{\omega_{k-1}-\omega_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\left(\lambda_{Z_{1}}\right)_{s}+\frac{\omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \right\rvert\,
\end{aligned}
$$

where $\omega_{k-1}-\omega_{k}>0$ for $1 \leq k \leq N, \max _{1 \leq s \leq M-1}\left(\lambda_{P}\right)_{s}>0$, and $\left|\max _{1 \leq s \leq M-1}\left(\lambda_{Z_{k}}\right)_{s}\right|<1$.
Here, we obtain the following linear maximization problem of the form;

$$
\begin{equation*}
\max _{1 \leq s \leq M-1}\left|c_{1} \cdot\left(\lambda_{Z_{k}}\right)_{s}+c_{2} \cdot\left(\lambda_{Z_{k-1}}\right)_{s}+\cdots+c_{k} \cdot\left(\lambda_{Z_{1}}\right)_{s}+\left(\omega_{k}-b_{k}\right)\right| \tag{7}
\end{equation*}
$$

with the constraint $\left|\left(\lambda_{Z_{k}}\right)_{s}\right|<1$, and $c_{2}, c_{3}, \ldots c_{k}$ are positive constants. At the expression (7), the first term; $c_{1} \cdot \lambda_{Z_{k_{s}}}$ and the remaining terms; $c_{2} \cdot\left(\lambda_{Z_{k-1}}\right)_{s}+\cdots+c_{k} \cdot\left(\lambda_{Z_{1}}\right)_{s}+\left(\omega_{k}-b_{k}\right)$, can be considered, separately.

Some estimates for the expression (7) are obtained, when we substitute $\lambda_{Z_{k_{s}}}= \pm 1$ and all $\lambda_{Z_{n_{s}}}= \pm 1$, simultaneously for $1 \leq n \leq k-1$ and then, $\left\|Z_{k+1}\right\|_{2}$ is bounded by the maximum of $\left\{T_{1}, T_{2}, T_{3}, T_{4}\right\}$ where

1. $T_{1}=\left\|Z_{k+1}\right\|_{2}$, when $\left(\lambda_{Z_{k}}\right)_{s}=+1$ and $\left(\lambda_{Z_{n}}\right)_{s}=+1$,for all $1 \leq n \leq k-1$,
2. $T_{2}=\left\|Z_{k+1}\right\|_{2}$, when $\left(\lambda_{Z_{k}}\right)_{s}=+1$ and $\left(\lambda_{Z_{n}}\right)_{s}=-1$,for all $1 \leq n \leq k-1$,
3. $T_{3}=\left\|Z_{k+1}\right\|_{2}$, when $\left(\lambda_{Z_{k}}\right)_{s}=-1$ and $\left(\lambda_{Z_{n}}\right)_{s}=+1$,for all $1 \leq n \leq k-1$,
4. $T_{4}=\left\|Z_{k+1}\right\|_{2}$, when $\left(\lambda_{Z_{k}}\right)_{s}=-1$ and $\left(\lambda_{Z_{n}}\right)_{s}=-1$,for all $1 \leq n \leq k-1$.

Now, we will investigate each cases in detail to show $T_{k}<1$ for all $1 \leq k \leq 4$.

## 1. CASE:

$$
\begin{aligned}
T_{1} & =\left|\frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\frac{\omega_{1}-\omega_{2}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\cdots+\frac{\omega_{k-2}-\omega_{k-1}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\frac{\omega_{k-1}-\omega_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\frac{\omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}+\frac{\omega_{1}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{\omega_{0}-b_{k}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right|
\end{aligned}
$$

$\diamond$ If $\omega_{0}-b_{k}-\left(\lambda_{P}\right)_{s} \geq 0$, then

$$
T_{1}=\frac{\omega_{0}-b_{k}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<1, \text { since }\left(\lambda_{P}\right)_{s}>0, b_{k}>0 \text { and } \omega_{0}>0 .
$$

$\diamond \quad$ If $\omega_{0}-b_{k}-\left(\lambda_{P}\right)_{s}<0$,

$$
\begin{aligned}
T_{1} & =\frac{-\omega_{0}+b_{k}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}=\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}<1 \\
& \Leftrightarrow-\omega_{0}+b_{k}<\omega_{0} \\
& \Leftrightarrow b_{k}<2 \omega_{0},
\end{aligned}
$$

and it is always true, because we have already showed that $b_{k}<b_{0}<2 \omega_{0}$.
So, $T_{1}<1$.

## 2. CASE:

$$
\begin{aligned}
T_{2} & =\left|\frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\frac{\omega_{1}-\omega_{2}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\cdots+\frac{\omega_{k-2}-\omega_{k-1}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\frac{\omega_{k-1}-\omega_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\frac{\omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}+\frac{-\omega_{1}+2 \omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{\omega_{0}-2 \omega_{1}+2 \omega_{k}-b_{k}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| .
\end{aligned}
$$

$\diamond$ If $\omega_{0}-2\left(\omega_{1}-\omega_{k}\right)-b_{k}-\left(\lambda_{P}\right)_{s} \geq 0$, then

$$
T_{2}=\frac{\omega_{0}-\left(2\left(\omega_{1}-\omega_{k}\right)+b_{k}+\left(\lambda_{P}\right)_{s}\right)}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<1
$$

since $2\left(\omega_{1}-\omega_{k}\right)>0, b_{k}>0,\left(\lambda_{P}\right)_{s}>0$ and $\omega_{0}>0$,
$\diamond$ if $\omega_{0}-2\left(\omega_{1}-\omega_{k}\right)-b_{k}-\left(\lambda_{P}\right)_{s}<0$,

$$
\begin{aligned}
T_{2} & =\frac{-\omega_{0}+2\left(\omega_{1}-\omega_{k}\right)+b_{k}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \\
& =\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+2\left(\omega_{1}-\omega_{k}\right)+b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}} .
\end{aligned}
$$

Here, we have two subcases;

- if $-\omega_{0}+2\left(\omega_{1}-\omega_{k}\right)+b_{k}<0$, then it is obvious that $T_{2}<1$,
- if $-\omega_{0}+2\left(\omega_{1}-\omega_{k}\right)+b_{k}>0$, then

$$
\begin{aligned}
T_{2} & =\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+2\left(\omega_{1}-\omega_{k}\right)+b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}<1 \\
& \Leftrightarrow-\omega_{0}+2\left(\omega_{1}-\omega_{k}\right)+b_{k}<\omega_{0} \\
& \Leftrightarrow 2\left(\omega_{1}-\omega_{k}\right)+b_{k}<2 \omega_{0} \\
& \Leftrightarrow 2\left(\omega_{0}-\omega_{k}\right)+b_{k}<2 \omega_{0} \\
& \Leftrightarrow b_{k}<2 \omega_{k},
\end{aligned}
$$

it is true, since $b_{k}<\omega_{k}<2 \omega_{k}$ for all $k \geq 1$.
So, in the second case $T_{2}<1$.

## 3. CASE:

$$
\begin{aligned}
T_{3} & =\left|\frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\frac{\omega_{1}-\omega_{2}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\cdots+\frac{\omega_{k-2}-\omega_{k-1}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\frac{\omega_{k-1}-\omega_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(1)+\frac{\omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{-\omega_{0}+\omega_{1}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}+\frac{\omega_{1}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{-\omega_{0}+2 \omega_{1}-b_{k}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| .
\end{aligned}
$$

$\diamond$ If $-\omega_{0}+2 \omega_{1}-b_{k}+\left(\lambda_{P}\right)_{s} \geq 0$,

$$
T_{3}=\frac{-\omega_{0}+2 \omega_{1}-b_{k}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}=\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+2 \omega_{1}-b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}},
$$

and here we have two subcases;

- if $-\omega_{0}+2 \omega_{1}-b_{k}<0$, then it is obvious that $T_{3}<1$,
- if $-\omega_{0}+2 \omega_{1}-b_{k}>0$, then
$T_{3}=\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+2 \omega_{1}-b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}<1$
$\Leftrightarrow-\omega_{0}+2 \omega_{1}-b_{k}<\omega_{0}$
$\Leftrightarrow 2 \omega_{1}-b_{k}<2 \omega_{0}$
and it is always true, since $2 \omega_{1}-b_{k}<2 \omega_{1}<2 \omega_{0}$.
$\diamond$ If $-\omega_{0}+2 \omega_{1}-b_{k}+\left(\lambda_{P}\right)_{s}<0$, then

$$
\begin{aligned}
T_{3} & =\frac{\omega_{0}-2 \omega_{1}+b_{k}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}-2 \omega_{1}+b_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}-2 \omega_{1}+\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}-\left(\omega_{1}+\left(\lambda_{P}\right)_{s}\right)}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \\
& <\frac{\omega_{0}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<1 .
\end{aligned}
$$

So, in the third case $T_{3}<1$.

## 4. CASE:

$$
\begin{aligned}
T_{4} & =\left|\frac{\omega_{0}-\omega_{1}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\frac{\omega_{1}-\omega_{2}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\cdots+\frac{\omega_{k-2}-\omega_{k-1}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\frac{\omega_{k-1}-\omega_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}(-1)+\frac{\omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{-\omega_{0}+\omega_{1}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}+\frac{-\omega_{1}+2 \omega_{k}-b_{k}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| \\
& =\left|\frac{-\omega_{0}+2 \omega_{k}-b_{k}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}\right| .
\end{aligned}
$$

$\diamond$ If $-\omega_{0}+2 \omega_{k}-b_{k}+\left(\lambda_{P}\right)_{s} \geq 0$,

$$
\begin{aligned}
T_{4} & =\frac{-\omega_{0}+2 \omega_{k}-b_{k}+\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}} \\
& =\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+2 \omega_{k}-b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}
\end{aligned}
$$

and here we have two subcases;

- if $-\omega_{0}+2 \omega_{k}-b_{k}<0$, then it is obvious that $T_{4}<1$,
- if $-\omega_{0}+2 \omega_{k}-b_{k}>0$, then
$T_{4}=\frac{\left(\lambda_{P}\right)_{s}+\left(-\omega_{0}+2 \omega_{k}-b_{k}\right)}{\left(\lambda_{P}\right)_{s}+\omega_{0}}<1$
$\Leftrightarrow-\omega_{0}+2 \omega_{k}-b_{k}<\omega_{0}$
$\Leftrightarrow 2 \omega_{k}-b_{k}<2 \omega_{0}$
and it is always true since $2 \omega_{k}-b_{k}<2 \omega_{k}<2 \omega_{0}$.
$\diamond$ If $-\omega_{0}+2 \omega_{k}-b_{k}+\left(\lambda_{P}\right)_{s}<0$, then

$$
T_{4}=\frac{\omega_{0}-2 \omega_{k}+b_{k}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}-2 \omega_{k}+\omega_{k}-\left(\lambda_{P}\right)_{s}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}-\left(\omega_{k}+\left(\lambda_{P}\right)_{s}\right)}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<\frac{\omega_{0}}{\omega_{0}+\left(\lambda_{P}\right)_{s}}<1 .
$$

So, in the fourth case $T_{4}<1$.
Since, $\left\|Z_{k+1}\right\|_{2}$ is bounded by the maximum of $\left\{T_{1}, T_{2}, T_{3}, T_{4}\right\}$ we obtain;

$$
\left\|Z_{k+1}\right\|_{2} \leq \max \left\{T_{1}, T_{2}, T_{3}, T_{4}\right\} \leq 1
$$

We have proved that, all possible upper bounds for the coefficient matrix of every step of the calculation is less than unity. Since $\left\|Z_{n}\right\|_{2} \leq 1$ for all $n$,

$$
\left\|e^{n}\right\|_{2} \leq\left\|Z_{n}\right\|_{2}\left\|e^{0}\right\|_{2} \leq\left\|e^{0}\right\|_{2} .
$$

Therefore, we can obviously claim that the difference scheme is stable for any values of $M$ and $N$, on the grounds that the round-off errors do not increase.

## 4 Numerical Analysis

## Example 1.

$$
\left\{\begin{aligned}
\frac{\partial^{\alpha} u(t, x)}{\partial t^{\alpha}} & =\frac{\partial^{2} u(t, x)}{\partial x^{2}}+\left(\frac{t^{1-\alpha}}{\Gamma(3 / 2)}-\frac{2 t^{3-\alpha}}{\Gamma(7 / 2)}+\frac{24 t^{5-\alpha}}{\Gamma(11 / 2)}-\frac{720 t^{7-\alpha}}{\Gamma(15 / 2)}\right) \sin (2 \pi x) \\
& +4 \pi^{2}\left(t-\frac{t^{3}}{3}+\frac{t^{5}}{5}-\frac{t^{7}}{7}\right) \sin (2 \pi x) ; 0<x<1,0<t<1 \\
u(0, x) & =0,0 \leq x \leq 1, \\
u(t, 0) & =0, u(t, 1)=0,0 \leq t \leq 1
\end{aligned}\right.
$$

Exact solution of this problem is $U(t, x)=\left(t-\frac{t^{3}}{3}+\frac{t^{5}}{5}-\frac{t^{7}}{7}\right) \sin (2 \pi x)$. The approximate solutions by the proposed method, exact solutions and errors are given in Figure 1. The errors when solving this problem are listed in the Table 1 for various values of time and space nodes. The errors in the table is calculated by the formula

$$
E_{k}=\max _{\substack{0 \leq n \leq M \\ 0 \leq k \leq N}}\left|u\left(t_{k}, x_{n}\right)-U_{n}^{k}\right|
$$

and the error rate formula is $E_{k} / E_{k+1}$.
On the other hand, the norms of the coefficient matrices and possible upper bounds for these norms are shown in Table 2.


Fig. 1: (a) The approximate solutions of Example 1 by the proposed method when $N=32, M=32$ and $\alpha=0.5$. (b) The exact solutions of Example 1 when $N=32, M=32$ and $\alpha=0.5$. (c) The errors for some values of $M$ and $N$ when $\mathrm{t}=1$ and $\alpha=0.5$.

Table 1: The errors for some values of $M, N$ and $\alpha$

|  |  | $\alpha=0.45$ | $\alpha=0.6$ |  | $\alpha=0.9$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $M$ | $N$ | Error | Rate | Error | Rate | Error | Rate |
| 8 | 8 | 0.04049702 | - | 0.04048122 | - | 0.04031204 |  |
| 16 | 16 | 0.01056806 | 3.83 | 0.01051883 | 3.85 | 0.01051606 | 3.83 |
| 32 | 32 | 0.00269188 | 3.92 | 0.00269155 | 3.91 | 0.00269780 | 3.90 |
| 64 | 64 | 0.00068101 | 3.95 | 0.00068226 | 3.95 | 0.00068405 | 3.94 |
| 128 | 128 | 0.00017149 | 3.97 | 0.00020520 | 3.32 | 0.00017220 | 3.97 |

Table 2: Norms and some upper bounds for the norms of each iteration matrices.

| $k$ | $\left\\|Z_{k}\right\\|$ | $T_{1}$ | $T_{2}$ | $T_{3}$ | $T_{4}$ | $\max _{1 \leq i \leq 4}\left\{T_{i}\right\}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.9960384 |  |  |  |  | 0.9960384 |
| 2 | 0.9903764 | 0.9918672 | 0.9918672 | 0.9943106 | 0.9943106 | 0.9943106 |
| 3 | 0.9848617 | 0.9910144 | 0.9944255 | 0.9951634 | 0.9917523 | 0.9951634 |
| 4 | 0.9793399 | 0.9905730 | 0.9952014 | 0.9956048 | 0.9909765 | 0.9956048 |
| 5 | 0.9738669 | 0.9902909 | 0.9956228 | 0.9958869 | 0.9905550 | 0.9958869 |
| 6 | 0.9684144 | 0.9900905 | 0.9958971 | 0.9960873 | 0.9902808 | 0.9960873 |
| 7 | 0.9629987 | 0.9899387 | 0.9960937 | 0.9962392 | 0.9900841 | 0.9962392 |
| 8 | 0.9576091 | 0.9898184 | 0.9962435 | 0.9963594 | 0.9899343 | 0.9963594 |
| 9 | 0.9522527 | 0.9897202 | 0.9963625 | 0.9964576 | 0.9898154 | 0.9964576 |
| 10 | 0.9469240 | 0.9896379 | 0.9964599 | 0.9965399 | 0.9897179 | 0.9965399 |
| 11 | 0.9416268 | 0.9895678 | 0.9965416 | 0.9966101 | 0.9896362 | 0.9966101 |
| 12 | 0.9363579 | 0.9895070 | 0.9966114 | 0.9966708 | 0.9895664 | 0.9966708 |
| 13 | 0.9311196 | 0.9894537 | 0.9966720 | 0.9967242 | 0.9895059 | 0.9967242 |
| 14 | 0.9259097 | 0.9894064 | 0.9967251 | 0.9967715 | 0.9894527 | 0.9967715 |
| 15 | 0.9207296 | 0.9893641 | 0.9967722 | 0.9968138 | 0.9894056 | 0.9968138 |
| 16 | 0.9155780 | 0.9893259 | 0.9968144 | 0.9968519 | 0.9893634 | 0.9968519 |

## 5 Conclusion

The matrix stability analysis of fractional and classical heat equations are discussed. The iteration matrices of the difference scheme to solve a time fractional heat equations are obtained. The problem of finding the norm of the iteration matrices, is reduced to a linear maximization problem by the matrix diagonalization method. After finding some estimates, upper bounds are obtained for the norm of the iteration matrices less than unity which shows the matrix stability of the difference scheme. A numerical example is presented and the results are in good agreement with the theoretical claims.
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