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The purpose of this paper is threefold: first to mainly review several recent results con-

cerning the fine spectrum of the operator∆v over the sequence spacesc andlp, where

1 < p < ∞; second to provide some new results concerning the residual spectrum

and the continuous spectrum of the operator∆v over the sequence spacesc andlp; and

third to modify the definition of the operator∆v and to determine the fine spectrum of

the modified operator over the sequence spacesc andlp, where1 < p < ∞. Also, it

may be helpful to provide some comments and examples to support our results.
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1 Preliminaries, background and notations

By w , we shall denote the space of all real or complex valued sequences. Any

vector subspace ofw is called asequence space. We shall writel∞, c, c0 and bv for the

spaces of all bounded, convergent, null and bounded variation sequences, respectively. Also

by l1, lp andbvp we denote the spaces of all absolutely summable sequences,p-absolutely

summable sequences andp-bounded variation sequences, respectively.

A triangle is a lower triangular matrix with all of the principal diagonal elements

nonzero. Letλ andµ be two sequence spaces andA = (ank) be an infinite matrix of

real or complex numbersank, wheren, k ∈ N = {0, 1, 2, ...}. Then, we say thatA defines

a matrix mapping fromλ into µ, and we denote it byA : λ → µ if for every sequence

x = (xk) ∈ λ, the sequenceAx = {(Ax)n}, theA-transform ofx, is in µ, where

(Ax)n =
∑

k

ankxk, (n ∈ N). (1.1)

For simplicity in notation, here and in what follows, the summation without limits runs

from 0 to∞. By (λ, µ), we denote the class of all matricesA such thatA : λ → µ. Thus,
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A ∈ (λ , µ) if and only if the series on the right side of (1.1) converges for eachn ∈ N and

everyx ∈ λ, and we haveAx = {(Ax)n}n∈N ∈ µ for all x ∈ λ. We use the convention

that any term with negative subscript is equal to naught.

We recall some basic concepts of spectral theory which are needed for our investigation

[see 15, pp. 370-372].

Let X be a Banach space andT : X → X be a bounded linear operator. ByR(T ), we

denote the range ofT , i.e.,

R(T ) = {y ∈ X : y = Tx, x ∈ X} .

By B(X), we denote the set of all bounded linear operators onX into itself. If T ∈ B(X),
then the adjointT ∗ of T is a bounded linear operator on the dualX∗ of X defined by

(T ∗f)(x) = f(Tx) for all f ∈ X∗ andx ∈ X.

Let X 6= {θ} be a complex normed space andT : D(T ) → X be a linear operator with

domainD(T ) ⊆ X. With T we associate the operator

Tλ = T − λI, (1.2)

whereλ is a complex number andI is the identity operator onD(T ). If Tλ has an inverse

which is linear, we denote it byT−1
λ , that is

T−1
λ = (T − λI)−1, (1.3)

and call it theresolvent operatorof T .

Many properties ofTλ andT−1
λ depend onλ, and spectral theory is concerned with

those properties. For instance, we shall be interested in the set of allλ in the complex plane

such thatT−1
λ exists. The boundedness ofT−1

λ is another property that will be essential.

We shall also ask for whatλ’s the domain ofT−1
λ is dense inX , to name just a few aspects.

Definition 1.1. Let X 6= {θ} be a complex normed space andT : D(T ) → X be a linear

operator with domainD(T ) ⊆ X. A regular valueλ of T is a complex number such that:

(R1)T−1
λ exists,

(R2)T−1
λ is bounded,

(R3)T−1
λ is defined on a set which is dense inX.

The resolvent setof T , denoted byρ(T, X), is the set of all regular valuesλ of T . Its

complementσ(T, X) = C\ρ(T, X) in the complex planeC is called thespectrumof T .

Furthermore, the spectrumσ(T, X) is partitioned into three disjoint sets as follows:

The point (discrete) spectrumσp(T,X) is the set such thatT−1
λ does not exist. Any

suchλ ∈ σp(T,X) is called aneigenvalueof T.

The continuous spectrumσc(T,X) is the set such thatT−1
λ exists and satisfies (R3)

but not (R2), that is,T−1
λ is unbounded.
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The residual spectrumσr(T,X) is the set such thatT−1
λ exists (and may be bounded

or not) but does not satisfy (R3), that is, the domain ofT−1
λ is not dense inX.

Hence if(T − λI)x = θ for somex 6= θ, thenλ ∈ σp(T,X), by definition, that is,λ

is an eigenvalue ofT . The vectorx is then called aneigenvectorof T corresponding to the

eigenvalueλ.

From now on, we should note that the indexp has different meanings in the notation of

the spaceslp, l∗p and the point spectrumsσp(∆v, lp), σp(∆∗
v, l∗p) which occur in theorems

given in Sections 2 and 3.

Several authors have studied the spectrum and fine spectrum of linear operators defined

by some particular limitation matrices over some sequence spaces. We summarize the

knowledge in the existing literature concerned with the spectrum and the fine spectrum.

The fine spectrum of the difference operator∆ over the sequence spacesc0 andc has been

studied by Altay and Başar [5]. Akhmedov and Başar [1,2] have studied the fine spectrum

of the difference operator∆ over the sequence spaceslp and bvp, where1 ≤ p < ∞.

Note that the sequence spacebvp was studied by Başar and Altay [8] and Akhmedov and

Başar [2]. Malafosse [17] has studied the spectrum and the fine spectrum of the difference

operator∆ over the spacesr , wheresr denotes the Banach space of all sequencesx = (xk)
normed by

‖x‖sr
= sup

k∈N

|xk|
rk

, (r > 0).

The fine spectrum of the Zweier matrix operatorZs over the sequence spacesl1 andbv has

been examined by Altay and Karakuş [7]. The fine spectrum of the generalized difference

operatorB(r , s) over the sequence spacesc0 andc has been studied by Altay and Başar

[6]. Also, the fine spectrum of the operatorB(r , s) over the sequence spaceslp andbvp,

where1 < p < ∞ has been determined by Bilgiç and Furkan [9]. The fine spectrum of

the generalized difference operatorB(r, s, t) over the sequence spacesc0 andc has been

studied by Furkan et al. [12]. Also, the fine spectrum of the operatorB(r , s, t) over the

sequence spaceslp andbvp, where1 < p < ∞ has been determined by Furkan et al. [13].

The fine spectrum of the operator∆v over the sequence spacesc0 andl1 has been studied

by Srivastava and Kumar [19,20]. Also, the fine spectrum of the operator∆v over the

sequence spacec has been examined by Akhmedov and El-Shabrawy [4]. Recently, El-

shabrawy [11] has studied the fine spectrum of the operator∆v over the sequence space

lp, where1 < p < ∞. Panigrahi and Srivastava [18] have studied the fine spectrum of

the generalized second order difference operator∆2
uv over the sequence spacec0. The fine

spectrum of the generalized difference operator∆a,b over the sequence spacesc has been

studied by Akhmedov and El-Shabrawy [3].

Now, we may give:

Lemma 1.1. (cf. [21, p. 6]). The matrixA =(ank ) gives rise to a bounded linear operator
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T ∈ B(c) from c to itself if and only if

1. the rows ofA are in l1 and theirl1 norms are bounded,

2. the columns ofA are in c,

3. the sequence of row sums ofA is in c.

The operator norm ofT is the supremum of thel1 norms of the rows.

Lemma 1.2. [10, p. 253]. The matrixA = (ank) gives rise to a bounded linear operator

T ∈ B(l1) from l1 to itself if and only if the supremum ofl1 norms of the columns ofA is

bounded.

Lemma 1.3. [10, p. 245]. The matrixA = (ank) gives rise to a bounded linear operator

T ∈ B(l∞) from l∞ to itself if and only if the supremum ofl1 norms of the rows ofA is

bounded.

Lemma 1.4. [14, p. 59]. T has a dense range if and only ifT ∗ is one to one.

The rest of this paper is organized as follows. Next, in Section 2 we mainly review

several recent results concerning the fine spectrum of operator∆v over the sequence spaces

c and lp, where1 < p < ∞. Also, some new results are obtained. In Section 3 we modify

the definition of the operator∆v and determine the fine spectrum of the modified operator

over the sequence spacesc and lp, where1 < p < ∞. Finally, Section 4 presents our

conclusions.

2 The spectrum of the operator∆v on c and lp, 1 < p < ∞
The generalized difference operator∆v has been defined by Srivastava and Kumar

[19]. The generalized difference operator∆v is represented by the matrix

∆v =




v0 0 0 · · ·
−v0 v1 0 · · ·
0 −v1 v2 · · ·
...

...
...

. . .




, (2.1)

where, the sequence(vk) is assumed to be either constant or strictly decreasing sequence

of positive real numbers satisfying

lim
k→∞

vk = L > 0 (2.2)

and

sup
k

vk ≤ 2L. (2.3)
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Note That, if(vk) is a constant sequence, sayvk = L 6= 0 for all k ∈ N, then the

operator∆v is reduced to the operatorB(r, s) with r = L, s = −L and the results for

the spectrum and fine spectrum of the operator∆v on the sequence spacesc andlp follow

immediately from the corresponding results in [6,9]. Then, throughout Sections 2.1 and 2.2,

we consider only the case when the sequence(vk) is assumed to be a strictly decreasing

sequence of positive real numbers satisfying Conditions (2.2) and (2.3).

The contents of this section are divided into three subsections. In Sections 2.1 and 2.2

we mainly review several recent results concerning the fine spectrum of the operator∆v

on the sequence spacesc and lp, where1 < p < ∞. Also, we provide some new results

concerning the residual spectrum and the continuous spectrum of the operator∆v on the

sequence spacesc and lp. Finally, in Section 2.3 we give comments with some detailed

examples.

2.1 The spectrum of the operator∆v on c

Akhmedov and El-Shabrawy [4] have studied the fine spectrum of the operator∆v

on the sequence spacec with the additional condition thatv0 6= 2L. In this subsection we

summarize the main results.

The bounded linearity of the operator∆v on c is given by the following theorem.

Theorem 2.1. [4, Theorem 2.1] The generalized difference operator∆v : c → c is a

bounded linear operator with the norm‖∆v‖c = v0 + v1.

The spectrum of the operator∆v on c is given by the following theorem.

Theorem 2.2. [4, Theorem 2.2]σ(∆v, c) = {λ ∈ C : |λ− L| ≤ L} .

The following theorem gives the point spectrum of the operator∆v on c.

Theorem 2.3. [4, Theorem 2.3]σp(∆v, c) = ∅.

It is known that ifT : c → c is a bounded linear operator with matrixA, then the

adjoint operatorT ∗ : c∗ → c∗ acting onC⊕ l1 has a matrix representation of the form
(

χ 0
B At

)
,

whereχ is the limit of the sequence of row sums ofA minus the sum of the limit of the

columns ofA, andB is the column vector whosek-th entry is the limit of thek-th column

of A for eachk ∈ N. For∆v : c → c, the matrix∆∗
v ∈ B(l1) is of the form

∆∗
v =

(
0 0
0 ∆t

v

)
.
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It should be noted that the dual spacec∗ of c is isomorphic to the Banach spacel1 of

absolutely summable sequences normed by‖x‖l1
=

∑
k

|xk|.
The results concerning the point spectrum of the adjoint operator∆∗

v of ∆v are given

by the following theorem.

Theorem 2.4. [4, Theorem 2.4]

i. {λ ∈ C : |λ− L| < L} ∪ {0} ⊆ σp(∆∗
v, c∗),

ii.

{
λ ∈ C : sup

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}
⊆ σp(∆∗

v, c∗),

iii. σp(∆∗
v, c∗) ⊆

{
λ ∈ C : inf

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}
∪ {0} .

The following theorem gives some results on the residual spectrum of the operator∆v

on c.

Theorem 2.5. [4, Theorem 2.5]

i. {λ ∈ C : |λ− L| < L} ∪ {0} ⊆ σr(∆v, c),

ii.

{
λ ∈ C : sup

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}
⊆ σr(∆v, c),

iii. σr(∆v, c) ⊆
{

λ ∈ C : inf
k

∣∣∣λ−vk

vk

∣∣∣ < 1
}
∪ {0} .

For the continuous spectrum of the operator∆v on c, we have the following theorem.

Theorem 2.6. [4, Theorem 2.6]

i. σc(∆v, c) ⊆ {λ ∈ C : |λ− L| = L} \ {0} ,

ii. σc(∆v, c) ⊆
[
{λ ∈ C : |λ− L| ≤ L} ∩

{
λ ∈ C : sup

k

∣∣∣λ−vk

vk

∣∣∣ ≥ 1
}]

\ {0} .

Now we give the following example:

Example 2.1. Consider the sequence(vk), wherevk = (k+3)2

(k+2)2+(k+3)2
, k ∈ N. Clearly,

(vk) is a strictly decreasing sequence of positive real numbers satisfying

lim
k→∞

vk = L = 1
2 > 0, and

sup
k

vk = 9
13 ≤ 1 = 2L.

We can prove that1 ∈ σp(∆∗
v, c∗). But 1 /∈ {λ ∈ C : |λ− L| < |L|} ∪ {0} and1 /∈{

λ ∈ C : sup
n

∣∣∣ vn−λ
vn

∣∣∣ < 1
}

.

On the other hand ifvk = k+3
2k+5 , k ∈ N, then1 ∈

{
λ ∈ C : inf

n

∣∣∣vn−λ
vn

∣∣∣ < 1
}
∪{0} and

1 /∈ σp(∆∗
v, c∗).
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From Example 2.1, we see that the equalities in Theorem 2.4 do not hold in general.

But we give the following theorem for the point spectrum of the adjoint operator∆∗
v.

Theorem 2.7. σp(∆∗
v, c∗) = {λ ∈ C : |λ− L| < L} ∪H ∪ {0}, where

H =

{
λ ∈ C : |λ− L| = L,

∞∑

k=2

∣∣∣∣∣
k−2∏

i=0

λ− vi

vi

∣∣∣∣∣ < ∞
}

.

Proof. Suppose that∆∗
vf = λf for f = (f0, f1, f2, ...) 6= θ in c∗ ∼= l1. Then, by

solving the system of equations

(0)f0 = λf0,

v0f1 − v0f2 = λf1,

v1f2 − v1f3 = λf2,
...

vk−2fk−1 − vk−2fk = λfk−1,
...

we obtain

fk =
vk−2 − λ

vk−2
fk−1,

for all k ≥ 2. If f0 6= 0, thenλ = 0. So,λ = 0 is an eigenvalue with the corresponding

eigenvectorf = (f0, 0, 0, 0, ...), that is,λ = 0 ∈ σp(∆∗
v, c∗). It is clear that, for all

k ∈ N, the vectorf = (0, f1, ... , fk+1, 0, 0, ... ) is an eigenvector of the operator∆∗
v

corresponding to the eigenvalueλ = vk, wheref1 6= 0 andfn+1 = vn−1−λ
vn−1

fn, for all

n = 1, 2, 3, ... , k. Thus{vk : k ∈ N} ⊆ σp(∆∗
v, c∗). On the other hand ifλ 6= vk for all

k ∈ N andλ 6= 0, then we can see that
∑
k

|fk| < ∞ if lim
k→∞

∣∣∣ fk+1
fk

∣∣∣ =
∣∣λ−L

L

∣∣ < 1. Also, it

can be proved thatH ⊆ σp(∆∗
v, c∗). Thus

{λ ∈ C : |λ− L| < L} ∪H ∪ {0} ⊆ σp(∆∗
v, c∗).

Conversely, it is easy to prove that ifλ ∈ σp(∆∗
v, c∗), then λ ∈

{λ ∈ C : |λ− L| < L} ∪H ∪ {0}. This completes the proof.

Example 2.2. If vk = (k+3)2

(k+2)2+(k+3)2
, k ∈ N, then we can easily see that1 ∈ H and so

1 ∈ σp(∆∗
v, c∗). On the other hand, ifvk = k+3

2k+5 , then we have1 /∈ H and1 /∈ σp(∆∗
v, c∗).

Also, we give the following results for the residual spectrum and the continuous spec-

trum of the operator∆v onc.

Theorem 2.8. σr(∆v, c) = σp(∆∗
v, c∗).

Proof. The proof follows immediately from the definition of the residual spectrum and

Lemma 1.4.
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Theorem 2.9. σr(∆v, c) = {λ ∈ C : |λ− L| < L} ∪H ∪ {0}.

Proof. The proof follows immediately from Theorem 2.7 and Theorem 2.8.

Theorem 2.10. σc(∆v, c) = σ(∆v, c)\σp(∆∗
v, c∗).

Proof. The proof follows immediately from Theorem 2.3 and Theorem 2.8.

Theorem 2.11. σc(∆v, c) = {λ ∈ C : |λ− L| = L} \ (H ∪ {0}) .

Proof. The proof follows immediately from Theorem 2.2, Theorem 2.7 and Theorem 2.10.

2.2 The spectrum of the operator∆v on lp, (1 < p < ∞)

The fine spectrum of the operator∆v over the sequence spacelp, where1 < p <

∞ has been studied by El-Shabrawy [11]. In this subsection we summarize the main results.

Theorem 2.12. [11, Theorem 2.1] The generalized difference opeartor∆v : lp → lp is a

bounded linear operator and2
1
p v0 ≤ ‖∆v‖lp

≤ 2v0.

Theorem 2.13. [11, Theorem 2.2]σ(∆v, lp) = {λ ∈ C : |λ− L| ≤ L}.

Theorem 2.14. [11, Theorem 2.3]σp(∆v, lp) = ∅.

If T : lp → lp, where1 < p < ∞ is a bounded linear operator with matrixA, then it is

known that the adjoint operatorT ∗ : l∗p → l∗p is defined by the transpose of the matrixA. It

is well-known that the dual spacel∗p of lp is isomorphic tolq with p−1 + q−1 = 1.

Theorem 2.15. [11, Theorem 2.4]

i. {λ ∈ C : |λ− L| < L} ∪ {v0} ⊆ σp(∆∗
v, l∗p),

ii.

{
λ ∈ C : sup

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}
⊆ σp(∆∗

v, l∗p),

iii. σp(∆∗
v, l∗p) ⊆

{
λ ∈ C : inf

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}

.

Theorem 2.16. [11, Theorem 2.5]σr(∆v, lp) = σp(∆∗
v, l∗p).

Theorem 2.17. [11, Theorem 2.6]

i. {λ ∈ C : |λ− L| < L} ∪ {v0} ⊆ σr(∆v, lp),

ii.

{
λ ∈ C : sup

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}
⊆ σr(∆v, lp),



On the fine spectrum of the operator∆v over the sequence ..... 643

iii. σr(∆v, lp) ⊆
{

λ ∈ C : inf
k

∣∣∣λ−vk

vk

∣∣∣ < 1
}

.

Theorem 2.18. [11, Theorem 2.7]σc(∆v, lp) = σ(∆v, lp)\σp(∆∗
v, l∗p).

Theorem 2.19. [11, Theorem 2.8]

i. σc(∆v, lp) ⊆ {λ ∈ C : |λ− L| = L} \ {v0} ,

ii. {λ ∈ C : |λ− L| ≤ L} ∩
{

λ ∈ C : inf
k

∣∣∣λ−vk

vk

∣∣∣ ≥ 1
}
⊆ σc(∆v, lp).

Consider the following example:

Example 2.3. Let p = 2 and consider the sequence(vk), wherevk = k+3
2k+5 , k ∈ N.

Clearly,(vk) is a strictly decreasing sequence of positive real numbers satisfying

lim
k→∞

vk = L = 1
2 > 0, and

sup
k

vk = 3
5 ≤ 1 = 2L.

We can prove that1 ∈ σp(∆∗
v, l∗2). But, 1 /∈ {λ ∈ C : |λ− L| < L}∪ {v0} and 1 /∈{

λ ∈ C : sup
k

∣∣∣λ−vk

vk

∣∣∣ < 1
}

.

On the other hand, ifvk = k + 3 − √
k2 + 5k + 6, k ∈ N then (vk) is a strictly

decreasing sequence of positive real numbers and

lim
k→∞

vk = L = 1
2 > 0, and

sup
k

vk = 3−√6≤ 1 = 2L.

We can prove that1 /∈ σp(∆∗
v, l∗2) and1 ∈

{
λ ∈ C : inf

k

∣∣∣λ−vk

vk

∣∣∣ < 1
}

.

From Example 2.3, we note that the equalities in Theorem 2.15 do not hold in gen-

eral. But we can similarly, as in Section 2.1, prove the following new result for the point

spectrum of the adjoint operator∆∗
v.

Theorem 2.20. σp(∆∗
v, l∗p) = {λ ∈ C : |λ− L| < L} ∪H1, where

H1 =

{
λ ∈ C : |λ− L| = L,

∞∑

k=1

∣∣∣∣∣
k−1∏

i=0

λ− vi

vi

∣∣∣∣∣

q

< ∞
}

.

Example 2.4.Letp = 2 and consider the sequence(vk), wherevk = k+3
2k+5 , k ∈ N. We can

prove that1 ∈ H1 and so1 ∈ σp(∆∗
v, l∗2). On the other hand, ifvk = k+3−√k2 + 5k + 6,

k ∈ N then1 /∈ H1 and1 /∈ σp(∆∗
v, l∗2).

Also, as in Section 2.1, it can be proved that the residual spectrum and the continuous

spectrum of the operator∆v are given by the following theorems.

Theorem 2.21. σr(∆v, lp) = {λ ∈ C : |λ− L| < L} ∪H1.

Theorem 2.22. σc(∆v, lp) ⊆ {λ ∈ C : |λ− L| = L} \H1.
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2.3 Comments on the operator∆v

In this subsection we are going to show some ideas about changing the conditions

on the sequence(vk) in the fine spectrum of the operator∆v.

If the sequence(vk ) is assumed to be a sequence of positive real numbers (not neces-

sarily strictly decreasing) satisfying Conditions (2.2) and (2.3), then we can have results

similar to those in Sections 2.1 and 2.2. This means that the condition that the sequence

(vk ) is strictly decreasing is not an effective condition. In the following examples we see

that although the sequence(vk) is not strictly decreasing, the residual spectrum and the

continuous spectrum in addition to the spectrum and the point spectrum of the operator∆v

are exactly determined.

Example 2.5. Consider the sequence(vk), wherevk = (k+2)2

(k+2)2+(k+3)2
, k ∈ N. Clearly,

(vk) is a sequence of positive real numbers satisfying

lim
k→∞

vk = L = 1
2 > 0, and

sup
k

vk = 1
2 ≤ 1 = 2L.

Then, Conditions(2.2) and(2.3) are satisfied. We can prove thatthe operator∆v : c → c

is a bounded linear operator with the norm‖∆v‖c = 1 and

σ(∆v, c) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ ≤ 1
2

}
.

σp(∆v, c) = ∅.
σp(∆∗

v, c∗) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ < 1
2

} ∪ {0}.
σr(∆v, c) =

{
λ ∈ C :

∣∣λ− 1
2

∣∣ < 1
2

} ∪ {0} .

σc(∆v, c) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ = 1
2

} \ {0} .

Example 2.6. Let p = 2 and consider the sequence(vk), wherevk = k+2
2k+5 , k ∈ N.

Clearly,(vk) is a sequence of positive real numbers satisfying

lim
k→∞

vk = L = 1
2 > 0, and

sup
k

vk = 1
2 ≤ 1 = 2L.

Then, Conditions(2.2) and(2.3) are satisfied. We can prove that the operator∆v : lp → lp

is a bounded linear operator with the norm‖∆v‖lp
= 1 and

σ(∆v, lp) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ ≤ 1
2

}
.

σp(∆v, lp) = ∅.
σp(∆∗

v, l∗p) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ < 1
2

}
.

σr(∆v, lp) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ < 1
2

}
.

σc(∆v, lp) =
{
λ ∈ C :

∣∣λ− 1
2

∣∣ = 1
2

}
.
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3 The spectrum of the modified operator ∆v on c and
lp, 1 < p < ∞

In this section we modify the definition of the operator∆v, which is represented

by the matrix

∆v =




v0 0 0 · · ·
−v0 v1 0 · · ·
0 −v1 v2 · · ·
...

...
...

. . .




,

by dropping the condition that the sequence(vk) is strictly decreasing sequence of positive

real numbers and replacing Condition (2.3) by another condition. That is, throughout this

section, the sequence(vk ) is assumed to be a sequence of nonzero real numbers which is

either constant or satisfying the conditions

lim
k→∞

vk = L > 0 (3.1)

and

sup
k

vk ≤ L. (3.2)

We should indicate the reader that we use the same symbol for the operator∆v and

its modification here, since they have the same matrix representation and the difference

between them lies in the conditions on the sequence(vk ).

In this section we determine the spectrum, the point spectrum, the residual spectrum

and the continuous spectrum of the modified operator∆v on the sequence spacesc andlp,

where1 < p < ∞.

3.1 The spectrum of the modified operator∆v on lp, 1 < p < ∞

We begin with a theorem concerning the bounded linearity of the operator∆v on

the sequence spacelp, where1 < p < ∞.

Theorem 3.1. The operator∆v : lp → lp is a bounded linear operator satisfying the

inequalities

2
1
p sup

k
|vk| ≤ ‖∆v‖lp

≤ 2 sup
k
|vk| .

Proof. The linearity of∆v is trivial and so is omitted. Let us take anyx = (xk) ∈ lp.
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Then, using Minkowski’s inequality, we have

‖∆vx‖lp
=

(∑

k

|vkxk − vk−1xk−1|p
) 1

p

≤
(∑

k

|vkxk|p
) 1

p

+

(∑

k

|vk−1xk−1|p
) 1

p

≤ sup
k
|vk|

(∑

k

|xk|p
) 1

p

+ sup
k
|vk|

(∑

k

|xk|p
) 1

p

= 2
(

sup
k
|vk|

)
‖x‖lp

.

Then

‖∆v‖lp
≤ 2 sup

k
|vk| .

Now, for eachk ∈ N, let y = (yn) be the sequence such thatyk = 1 and yn = 0 for

all n ∈ N\ {k}. Then, for eachk ∈ N, we have

‖∆v‖lp
≥
‖∆vy‖lp

‖y‖lp

= (2 |vk|p)
1
p = 2

1
p |vk| .

Thus

‖∆v‖lp
≥ 2

1
p sup

k
|vk| .

This completes the proof.

Now, we give the following lemma which is required in the proof of the next theorem.

Lemma 3.1. [16, p. 174]. Let1 < p < ∞ and supposeA ∈ (l∞, l∞) ∩ (l1, l1). Then

A ∈ (lp, lp).

Theorem 3.2. LetD = {λ ∈ C : |λ− L| ≤ |L|} andE = {vk : k ∈ N, |vk − L| > |L|}.
Thenσ(∆v, lp) = D ∪ E.

Proof. First, we prove that(∆v −λI)−1 exists and is inB(lp) for λ /∈ D∪E and next the

operator∆v − λI is not invertible forλ ∈ D ∪ E.

Let λ /∈ D ∪ E. Then, |λ− L| > |L| andλ 6= vk for all k ∈ N. So,∆v − λI is

triangle, and hence(∆v − λI)−1 exists. We can calculate that

(∆v − λI)−1=




1
(v0−λ) 0 0 · · ·

v0
(v0−λ)(v1−λ)

1
(v1−λ) 0 · · ·

v0v1
(v0−λ)(v1−λ)(v2−λ)

v1
(v1−λ)(v2−λ)

1
(v2−λ) · · ·

...
...

...
. ..




.
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Then, the supremum of thel1 norms of the columns of(∆v − λI)−1 is sup
k

Rk, where

Rk =
1

|vk − λ|+
|vk|

|vk − λ| |vk+1 − λ|+
|vk| |vk+1|

|vk − λ| |vk+1 − λ| |vk+2 − λ|+ .... , k ∈ N.

Since lim
k→∞

∣∣∣ vk

vk+1−λ

∣∣∣ =
∣∣∣ L
L−λ

∣∣∣ < 1, then there existk0 ∈ N and q0 < 1 such that
∣∣∣ vk

vk+1−λ

∣∣∣ < q0 for all k ≥ k0. Then, for eachk ≥ k0 + 1,

Rk ≤ 1
|vk − λ|

[
1 + q0 + q2

0 + ...
]
.

But, there existk1 ∈ N and a real numberq1 < 1
|L| such that 1

|vk−λ| < q1 for all k ≥ k1.

Then,

Rk ≤ q1

1− q0
,

for all k > max {k0, k1}. Thussup
k

Rk < ∞. This shows that(∆v − λI)−1 ∈ (l1, l1).

Similarly, we can prove that(∆v − λI)−1 ∈ (l∞, l∞) and so(∆v − λI)−1 ∈ (l1, l1) ∩
(l∞, l∞). By Lemma 3.1,(∆v − λI)−1 ∈ (lp, lp). This shows thatσ(∆v, lp) ⊆ D ∪ E.

Conversely, suppose thatλ /∈ σ(∆v, lp). Then (∆v − λI)−1∈ B(lp). Since

(∆v − λI)−1-transform of the unit sequencee1 = (1, 0, 0, ...) is in lp, we

have lim
k→∞

∣∣∣ vk

vk+1−λ

∣∣∣
p

=
∣∣∣ L
L−λ

∣∣∣
p

≤ 1 and λ 6= vk for all k ∈ N. Then

{λ ∈ C : |λ− L| < |L|}⊆ σ(∆v, lp) and{vk : k ∈ N}⊆ σ(∆v, lp). But, σ(∆v, lp) is

compact set, and so it is closed. ThenD = {λ ∈ C : |λ− L| ≤ |L|}⊆ σ(∆v, lp) and

E = {vk : k ∈ N, |vk − L| > |L|} ⊆ σ(∆v, lp). This completes the proof.

The point spectrum of the operator∆v is given by the following theorem.

Theorem 3.3. σp(∆v, lp) = E.

Proof. Suppose∆vx = λx for x 6= θ = (0, 0, 0, ...) in lp. Then by solving the system

of equations
v0x0 = λx0

−v0x0 + v1x1 = λx1

−v1x1 + v2x2 = λx2

...





we obtain

(v0 − λ)x0 = 0 and − vkxk + (vk+1 − λ)xk+1 = 0, for all k ∈ N..

Hence, for allλ /∈ {vk : k ∈ N}, we havexk = 0 for all k ∈ N, which contradicts our
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assumption. So,λ /∈ σp(∆v, lp). This shows thatσp(∆v, lp) ⊆ {vk : k ∈ N}. Also, if λ =
L, then we can easily prove thatλ /∈ σp(∆v, lp). Thusσp(∆v, lp) ⊆ {vk : k ∈ N} \ {L}.
Now, we will prove that

λ ∈ σp(∆v, lp) if and only if λ ∈ E.

If λ ∈ σp(∆v, lp), thenλ = vj 6= L for somej ∈ N and there existsx ∈ lp, x 6= θ

such that∆vx = vjx. Then

lim
k→∞

∣∣∣∣
xk+1

xk

∣∣∣∣
p

=
∣∣∣∣

L

L− vj

∣∣∣∣
p

≤ 1.

But
∣∣∣ L
L−vj

∣∣∣
p

6= 1. Thenλ = vj ∈ {vk : k ∈ N, |vk − L| > |L|} = E. Thusσp(∆v, lp) ⊆
E.

Conversely, letλ ∈ E. Then there existsj ∈ N, λ = vj 6= L and

lim
k→∞

∣∣∣∣
xk+1

xk

∣∣∣∣
p

=
∣∣∣∣

L

L− vj

∣∣∣∣
p

< 1,

that is,x ∈ lp. ThusE ⊆ σp(∆v, lp). This completes the proof.

We give the following lemma which is required in the proof of the next theorem.

Lemma 3.2. Let1 < p < ∞ andλ ∈ {λ ∈ C : |λ− L| = |L|}. Then the series

∑

k

∣∣∣∣
(v0 − λ)(v1 − λ) ... (vk−1 − λ)

v0v1 ... vk−1

∣∣∣∣
p

,

is not convergent series.

Proof. Let λ = λ1 + iλ2 ∈ C such that|λ− L| = |L|. Then

|λ|2 = λ2
1 + λ2

2 = 2λ1L.

Also,
|vk − λ|2 = (vk − λ1)2 + λ2

2

= v2
k + (λ2

1 + λ2
2)− 2λ1vk

= v2
k − 2λ1(vk − L)

≥ v2
k.

Therefore ∣∣∣∣
vk − λ

vk

∣∣∣∣ ≥ 1, for all k ∈ N.

This completes the proof.

Theorem 3.4. σp(∆∗
v, l∗p) = {λ ∈ C : |λ− L| < |L|} ∪ {vk : k ∈ N}.
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Proof. Suppose that∆∗
vf = λf for f = (f0, f1, f2, ...) 6= θ in l∗p ∼= lq, where1 < p < ∞

andp−1 + q−1 = 1. Then, by solving the system of equations

v0f0 − v0f1 = λf0,

v1f1 − v1f2 = λf1,
...

vkfk − vkfk+1 = λfk,
...

we obtain

fk+1 =
vk − λ

vk
fk, k ∈ N.

Thenf0 6= 0, sincef 6= θ.

It is clear that, for allk ∈ N, the vectorf = (f0, f1, ..., fk, 0, 0, ... ) is an eigenvector

of the operator∆∗
v corresponding to the eigenvalueλ = vk, wheref0 6= 0 andfn =

vn−1−λ
vn−1

fn−1, for all 1 ≤ n ≤ k. Thus{vk : k ∈ N} ⊆ σp(∆∗
v, l∗p). Also, if λ 6= vk for all

k ∈ N, thenfk 6= 0 for all k ∈ N, and so,
∑
k

|fk|q < ∞ if lim
k→∞

∣∣∣ fk+1
fk

∣∣∣
q

=
∣∣λ−L

L

∣∣q < 1.

Thus{λ ∈ C : |λ− L| < |L|} ∪ {vk : k ∈ N} ⊆ σp(∆∗
v, l∗p).

Conversely, ifλ ∈ σp(∆∗
v, l∗p), then there existsf = (f0, f1, f2, ...) 6= θ in l∗p ∼= lq,

∆∗
vf = λf. Then,fk+1 = vk−λ

vk
fk, k ∈ N and

∑
k

|fk|q < ∞. Therefore lim
k→∞

∣∣∣ fk+1
fk

∣∣∣
q

=
∣∣λ−L

L

∣∣q < 1 or λ ∈ {vk : k ∈ N} (note that|L− λ| = |L| contradicts with
∑
k

|fk|q < ∞,

by using Lemma 3.2). This completes the proof.

Theorem 3.5. σr(∆v, lp) = σp(∆∗
v, l∗p)\σp(∆v, lp).

Proof. The proof follows immediately from the definition of the residual spectrum and

Lemma 1.4.

Theorem 3.6. σr(∆v, lp) = {λ ∈ C : |λ− L| < |L|} .

Proof. The proof follows immediately from Theorems 3.3, 3.4 and 3.5.

Theorem 3.7. σc(∆v, lp) = σ(∆v, lp)\σp(∆∗
v, l∗p).

Proof. The proof follows immediately from Theorems 3.2, 3.3 and 3.5.

Theorem 3.8. σc(∆v, lp) = {λ ∈ C : |λ− L| = |L|} .

Proof. The proof follows immediately from Theorems 3.2, 3.3 and 3.6.
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Combining Theorems 3.1, 3.2, 3.3, 3.4, 3.6 and 3.8, we can have the following main

theorem:

Theorem 3.9. 1. The operator∆v : lp → lp is a bounded linear operator and

2
1
p sup

k
|vk| ≤ ‖∆v‖lp

≤ 2 sup
k
|vk| .

2. σ(∆v, lp) = D ∪ E.

3. σp(∆v, lp) = E.

4. σp(∆∗
v, l∗p) = {λ ∈ C : |λ− L| < |L|} ∪ E.

5. σr(∆v, lp) = {λ ∈ C : |λ− L| < |L|} .

6. σc(∆v, lp) = {λ ∈ C : |λ− L| = |L|} .

We note that Condition (3.2) is important to be satisfied for the modified operator∆v.

If Condition (3.2) is not satisfied, then we can see that some of the results in this section

can not be applied in that context. Consider the following example.

Example 3.1. Let p = 2 and consider the sequence(vk) such thatvk = k+3
2k+5 , k ∈ N.

Clearly,(vk) is a sequence of nonzero real numbers satisfying

lim
k→∞

vk = L = 1
2 > 0, and

sup
k

vk = 3
5 > 1

2 = L.

Then, Condition(3.2) is not satisfied. We can easily prove that1 ∈ σp(∆∗
v, l∗2) and1 /∈

{λ ∈ C : |λ− L| < |L|} ∪ E.

3.2 The spectrum of the modified operator∆v on c

The point spectrum of the adjoint operator∆∗
v is given by the following theorem.

Theorem 3.10. σp (∆∗
v, c∗) = {λ ∈ C : |λ− L| < |L|} ∪ E ∪ {0} .

Proof. Suppose that∆∗
vf = λf for f = (f0, f1, f2, ...) 6= θ in c∗ ∼= l1. Then, by solving

the system of equations

(0) f0 = λf0,

v0f1 − v0f2 = λf1,

v1f2 − v1f3 = λf2,

...

vk−2fk−1 − vk−2fk = λfk−1,

...
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we obtain that

(0) f0 = λf0 andfk =
vk−2 − λ

vk−2
fk−1, k ≥ 2.

If f0 6= 0, thenλ = 0. So,λ = 0 is an eigenvalue with the corresponding eigenvector

f = (f0, 0, 0, ...), that is,λ = 0 ∈ σp (∆∗
v, c∗). If λ 6= 0, thenf0 = 0 and so, using

arguments similar to those in the proof of Theorem 3.4 one can see thatf ∈ l1. This

completes the proof.

Since the spectrum of the operator∆v on the sequence spacec can be obtained by

arguments similar to those used in the case of the spacelp, where1 < p < ∞, we omit the

details and give the results without proof.

Theorem 3.11.

1. The operator∆v : c → c is a bounded linear operator with the norm‖∆v‖c =
sup

k
(|vk|+ |vk−1|) .

2. σ(∆v, c) = D ∪ E.

3. σp(∆v, c) = E.

4. σr(∆v, c) = {λ ∈ C : |λ− L| < |L|} ∪ {0} .

5. σc(∆v, c) = {λ ∈ C : |λ− L| = |L|} \ {0} .

4 Conclusion

In Section 2, we have considered the operator∆v which has been introduced by

Srivastava and Kumar [19] and has been studied over the sequence spacec by Akhmedov

and El-Shabrawy [4] and over the sequence spacelp by El-Shabrawy [11]. We have sum-

marized the main recent results concerning the fine spectrum of the operator∆v over the

sequence spacesc andlp, where1 < p < ∞. Also, we give some new results for the resid-

ual spectrum and the continuous spectrum of the operator∆v over the sequence spacesc

andlp, where1 < p < ∞. We note that, in Sections 2.1 and 2.2, the point spectrum of the

adjoint operator∆∗
v, and consequently the residual spectrum and the continuous spectrum

of the operator∆v over the sequence spacesc andlp, are not exactly determined as in the

case of the operatorsB(r, s) and∆ (cf.[1,5,6,9]). Also, we have shown that the condition

that the sequence(vk) is a strictly decreasing is not an effective condition. So,In Sec-

tion 3, we have modified the definition of the operator∆v by dropping the condition that

the sequence(vk) is a strictly decreasing sequence of positive real numbers and replacing
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Condition (2.3) by another condition. The modified operator∆v can be considered as a

generalization of the difference operator∆. We have determined the spectrum, the point

spectrum, the residual spectrum and the continuous spectrum of the modified operator∆v

over the sequence spacesc andlp, where1 < p < ∞ in simple forms. Also, it should be

noted that, part of the value of the modification of the operator∆v lies in the fact that the

obtained results impove some of the corresponding results in [4,11].

Finally, we note that the spectrum of several special limitation matrices over the se-

quence spacesc andlp is a region enclosed by a circle. It is interesting that the spectrum of

the modified operator∆v over the sequence spacesc andlp may include also a finite num-

ber of points outside the region enclosed by a circle. Also, we may haveσp(∆v, c) 6= ∅
andσp(∆v, lp) 6= ∅. Nevertheless, the point spectrum of several limitation matrices over

the sequence spacesc andlp is the empty set (cf.[ [1], [4], [5], [6], [9], [11], [12], [13]]).

References
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