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Abstract: This paper aims to deal with the problem of non-response,uggesting an exponential chain type class of imputation
technique and corresponding point estimator in double Eagpas been proposed for estimating finite population nwédhe study
variable when the information on another additional aaxylivariable is available along with the main auxiliary adte. The bias and
mean square error of the proposed strategy have been abtdineoretical and empirical studies have been done to detmaoa the
supremacy of the proposed strategy with respect to theegtestwhich utilize the information on one and two auxiliaharacteristics.
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1 Introduction

In survey sampling situations, it is common to utilize aiai} information to improve the precision of an estimator of
unknown population parameter of interest under the assamitiat all the observations in the sample are availablanbu
real sense, sometimes this assumption is not fulfilled. iBhtse case of incomplete information which arises due toesom
non-response in the sample data. Incomplete informatiarfiequent issue in sample surveys and a common technique
for managing it is imputation, where the missing values dleifin to create a complete data set that can be analyzed.

The use of ratio, product and linear regression strategissiivey sampling solely depends upon the knowledge of
population mearX of the auxiliary variable X. However, in many circumstandég population meaX is not known
well in advance. In such a case, the two-phase (or doubleplgagrdesign is adopted to get an estimateXofvith the
aid of sample mean of a preliminary large sample on which tmdyvariable X is measured. Sometimes, information
on another additional auxiliary variable is available, @¥his relatively cheaper and less correlated to the mairalbbei
in comparison to the main auxiliary variable X. In such caiodi, this information may be used to get more efficient
estimators of unknowiX, on the basis of ratio, product and regression-type estirsattilizing the second auxiliary
character.

Chand (1975) 7] introduced a technique of chaining the information on &ari variables with the main variable.
Further, his work was extended by Kiregyera (1980, 1984)|[ Mukerjee et.al. (1987)], Srivastava et.al. (198910,
Upadhyaya et. al. (19901, Singh and Singh (19918], Singh et.al. (1994)9] and many others.

This paper aims at (i) to suggest new imputation techniquéherbasis of two auxiliary variables, (ii) to define
family of point estimators for the population me#nwhich are chain type estimators, (iii) to make a study ofjosed
imputation strategy in respect of bias and MSE and show fisssnacy over some existing strategies and (iv) to apply the
proposed strategy on some empirical populations for iétigtn purpose.
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2 Problems and Notations

Let we have a finite populatidd = {U;1,U>,...,Un} of size N in which the study variable be Y whose maais to be
estimated. Let there be two auxiliary variables X and Z amd in the population such that the variable X is highly
correlated with Y and the variable Z is also correlated withut not with as much high correlation as between X and Y.

We assume that the meanis not known, hence it is to be estimated through a prelinyisampl&’ of size m. Further,
let a sub-sample s of size n be selected from the prelimir@mpes (n < m) which consists of r responding units
belonging to a set R angh—r) non-responding units belonging to the Bétsuch thas= RUR® . Therefore, for every
uniti € R, the valuey; is observed and for the unit R, the valuey; is missing for which suitable imputed value is to be
derived.

We shall use the following notations:

X,Y,Z : The population mean of the variates X, Y and Z respectively.
Xm, Zm : The sample mean of the variable X and Z respectively baseﬂa)sampleé.

Vr, X : The sample mean of the variable Y and X respectively obthioethe set R.
Pap : The coefficient of correlation between the variable a and b.

Cx,Cy,Cz : The coefficient of variation of X, Y and Z respectively.

6. : The finite population correction (fpc) given B = (2 — ).

3 SOME EXISTING IMPUTATION METHODS

Some classical methods of imputation, which are availabtefeequently used, are as follows:

3.1 Mean Method of Imputation

Under mean method of imputation, the imputation scheme is

[y ifier
”_{ﬁiﬂew (1)

the corresponding point estimator for the population méés
_ _ 1
W =Y == }Ryi @)
ri€
The bias and mean square error of the estimator are derived as

B(ym) =0 ®)

M(ym) =V (Ym) = B.nYCE (4)

3.2 Ratio Method of Imputation

Under this method, the imputation scheme is given as

~_Jyi ifieR
”_{m if i € R ©)
where
YierXi
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therefore, the point estimator is
_ _ Xn
YRAT = Yr = (7
Xr
For this estimator, the bias and mean square error are eltam

B(Yrat) = 6rnY[CZ — pyxCrCx] (8)

M (YraT) = 6rnY2CZ + 6 nY?[CZ — 20yxCyCx]. (9)

3.3 Compromised Method of Imputation

Singh and Horn (2000)7] suggested this method of imputation, in which the datar aftputation becomes

[P+ (1-pbx ifieR
yi= {(1_ p)bx if i € RO (10)

where p is a suitably chosen constant, such that the var@rhe resultant estimator is minimum. In this case, theyluse
information from imputed values for the responding unitadtition to non-responding units.

Thus, the point estimator of the population m&annder the compromised method of imputation becomes

_ _ _Xn
Ycomp = PYr + (1 — p)YrX:n- (11)

Y

The bias and mean square erroyghvp are given as

B(Ycomp) = (1— P)6rnY[C5 — pyxCyCx] (12)

M (Ycomp) = 6rnY?CF + 6nY?[(1— p)°CE — 2(1— p)pvxCrCx]- (13)
For obtaining optimum value of p, i.0pt, the MSE ofycomp is minimized with respect to the constant p, then we get

Cy
Popt = 1—PYX& (14)

and

M()TCOMP)m'n = Y_Z[(er,N - 9r,n03x)03]- (15)

4 PROPOSED IMPUTATION STRATEGY

Bahl and Tuteja (1991)] defined the exponential - type estimator for population mehich was observed to be better
in a wide range obyxg—; as compared to the usual mean estimator.
Movitaved by Bahl and Tuteja (1991), we here propose thevidilg exponential type method of imputation, given as

Yi ifieR
pp— _ . 16
Yi { (nfr> [y T —ry] ificRe (16)
where
K — %
T =exp a(—_ng’ _r> ; 17)
Xmz~+Xr
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o being a parameter, whose value can be obtained such thaiaase of T is minimum.
Under the proposed method of imputation the point estinfatahe population meaM is obtained as

XnZ — X
Vr=yT :ﬂexp{a(L) } (18)
Xm=— +Xr

Zm

N

Obviously,yt defines a family of chain type exponential estimatorYoiVe observe that foer = 0,y =V, the point
estimator under mean method of imputation.

Fora =1 and—1 , yr reduces to exponential chain ratio type estimator and exqtal chain product type estimator
respectively.

4.1 Bias and MSE of the Proposed Estimator

The bias B(.) and mean square error M(.) of the suggestemhastiyr up to the first order of approximations can be
obtained under the following large sample approximations:

Vi =Y(1+e1); % =X(14e) ; Xm= X(1+e3) andzy = Z(1+e4), such thaE(e) = 0 for i = 1,2,3,4 and

E(ef) = 6.NC? ; E(€5) = 6.NCE ; E(€8) = OmnCE = E(ees) ; E(€F) = OmnCZ ; E(erez) = 6B npyxCrCx
E(e1e3) = OmnpvxCrCx ; E(e181) = BmnpyzCrCz ; E(e2€1) = E(€3€1) = BnnpxzCxCz

Obviously,B(yr) = E[yr — Y] = E[yr] —

Writing yr, given in (18), in terms oﬁs (i=1,2,3,4) and then using usual large sample approximations, the btag o
estimatoryr , up to the orde©(n™!) is derived as:

_ — a a? a a a? a
B(yT):Y[er,m{<Z+§>C>2(_§pYXcYCX}+9m,N{(Z+§>C§—§MZCYC2}:|. (19)

Further, since, the expressionM{yr ), upto the first order approximation will be
M(¥r) = E[yr — P2,

M ()ﬂ') Br NCY + Br mCx + em NCZ a@r,mprCny — GemvaYZcYCZ . (20)

Since the proposed imputation strategy depends on a comsténs therefore, desirable to obtain the optimum value of
the constant, i.egoprand then using it in the expression of MSE so as to obtain mimrvSE. Hence differentiating the
MSE equation with respect to the constant, we get the optimaloe of the constant, which is
26, mPyxCyCx + 26m, N.DYZCYCZ

6r,mC% + OmnCZ

On substituting the value afyp: in the equation (20), one can get the minimum MSE of the estima

Qopt = (21)

5 EMPIRICAL STUDY

It can be seen that theoretical comparison of the proposagyyT with yv, Yrar andycomp yield no exclusive results,
hence it is advisable to compare them on the basis of soméqalaexamples. The various results obtained in previous
sections are now examined with the help of two sets of englidata:

(@© 2017 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro6, No. 3, 479-485 (2017)www.naturalspublishing.com/Journals.asp NS = 483

5.1 Population Py

This data has been taken from Sukhatme and Chand (12ZJAvpich has been reproduced in Singh et. al. (199%) [
The particulars of the data are as under:

Y: Apple trees of bearing age in 1964
X: Bushels of apples harvested in 1964
Z: Bushels of apples harvested in 1959

For the data we have the following parametric values:

Y = 0.10318X10% ; X = 0.29345&10% ; Z = 0.36514X10* ; CZ = 2.55280 ;C% = 4.02504 ;CZ = 2.09379 ;
pPyx =0.93;pyz =0.77 ; pxz = 0.84.

The combination of r, n, m and N are respectively taken asZ@530, 200).

5.2 Population P,

This data was artificially generated for three variables ¥arXl Z by Shukla and Thakur (2008)]{ Considering Y as
study variable and X and Z respectively the main and additianxiliary variables, we get the following population
values:

N =200 ;Y = 42485 ; X = 18515 ; Z = 2052 ; Gy = 0.3287 ;Cx = 0.3755 ; Cz = 0.3296 ; pyx = 0.8734 ;
pyz = 0.8667 ;pxz = 0.9943.

For the purpose, we select r = 22, n = 30, m = 80.
The values of MSE of the different strategies are shown irfdhewing table. The table also depicts the percent regativ
efficiencies (PREs) of different strategies, with respegii.

In the following table, we have considered MSEs/@hvp andyr as obtained under their optimality condition.

Table 1: MSEs and PREs of Different Estimators

Population Py Population P,
Estimators
M SE PRE M SE PRE
Y™ 167600.40 100 7.89 100
YRAT 133227.10 125.80 6.26 126.09
Ycomp 128422.70 130.51 6.09 129.63
V1 44114.26 379.92 1.90 415.09

From the table, it is evident that the proposed strategy datas other imputation strategies in respect to its peidona
for both the populations. This suggests that even if the [@jptn mean of the auxiliary variable X is not known, the
chaining of estimators technique is fruitful in order to irope the efficiency of the estimator.

6 CONCLUSIONS

The work presented in this paper, suggests an efficient imtipat method based upon exponential type estimator and
the concept of chaining the estimators when informationroadditional auxiliary variable other than the main auxylia
variable is available. The method suggested has been sbermtecise enough in comparison of some existing imputation
methods such as mean method, ratio method and compromigkeddne
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