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#### Abstract

Explicit iterative methods have been used extensively to generate a sequence approximating a solution of an equation on a Banach space setting. However, little attention has been given to the study of implicit iterative methods. We show a semi-local convergence analysis for a some general implicit and explicit iterative techniques. Illustrative applications are presented including Banach space valued functions of fractional calculus, such that all integrals are of Bochner-type.


Keywords: Explicit-Implicit iterative method, Banach space, semi-local convergence, Fractional derivatives and integrals, Bochnertype integral.

## 1 Introduction

Let $B_{1}, B_{2}$ stand for Banach space and let $\Omega$ stand for an open subset of $B_{1}$. We consider $U(z, \rho):=\left\{u \in B_{1}:\|u-z\|<\rho\right\}$ and let $\bar{U}(z, \rho)$ denoting the closure of $U(z, \rho)$.

Many phenomena in several interdisciplinary areas can be expressed as

$$
\begin{equation*}
F(x)=0 \tag{1.1}
\end{equation*}
$$

using Mathematical Modeling [1]-[15], such that $F: \Omega \rightarrow B_{2}$ denotes a continuous operator. We recall that the solution $x^{*}$ of (1.1) is sought in closed form, but only in particular cases it is attainable. Thus, it explains why most solution methods for such type of equations are usually iterative. We recall that there is a plethora of iterative methods for solving (1.1). These methods can be classified in two classes.

Explicit Methods [5, 6, 10, 13, 14]: Newton's method

$$
\begin{equation*}
x_{n+1}=x_{n}-F^{\prime}\left(x_{n}\right)^{-1} F\left(x_{n}\right) . \tag{1.2}
\end{equation*}
$$

Secant method:

$$
\begin{equation*}
x_{n+1}=x_{n}-\left[x_{n-1}, x_{n} ; F\right]^{-1} F\left(x_{n}\right), \tag{1.3}
\end{equation*}
$$

where $[\cdot, \cdot ; F]$ is a divided difference of order one on $\Omega \times \Omega[6,13,14]$.
Newton-like method:

$$
\begin{equation*}
x_{n+1}=x_{n}-E_{n}^{-1} F\left(x_{n}\right), \tag{1.4}
\end{equation*}
$$

where $E_{n}=E(F)\left(x_{n}\right)$ and $E: \Omega \rightarrow \mathscr{L}\left(B_{1}, B_{2}\right)$ the space of bounded linear operators from $B_{1}$ into $B_{2}$. In [6], [10], [13], [14] and the references there in the reader can see other explicit methods.

Implicit Methods [5, 8, 10, 14]:

$$
\begin{gather*}
F\left(x_{n}\right)+A_{n}\left(x_{n+1}-x_{n}\right)=0  \tag{1.5}\\
x_{n+1}=x_{n}-A_{n}^{-1} F\left(x_{n}\right), \tag{1.6}
\end{gather*}
$$

[^0]where $A_{n}=A\left(x_{n+1}, x_{n}\right)=A(F)\left(x_{n+1}, x_{n}\right)$ and $A: \Omega \times \Omega \rightarrow \mathscr{L}\left(B_{1}, B_{2}\right)$.
We recall that there exists plenty on local as well as semi-local convergence results for explicit methods [1]-[7], [9]-[14]. On the other hand, a little attention was devoted for the research on the convergence of implicit methods. The researchers, usually investigate the fixed point problem
\[

$$
\begin{equation*}
P_{z}(x)=x, \tag{1.7}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
P_{z}(x)=x+F(z)+A(x, z)(x-z) \tag{1.8}
\end{equation*}
$$

or

$$
\begin{equation*}
P_{z}(x)=z-A(x, z)^{-1} F(z) \tag{1.9}
\end{equation*}
$$

for methods (1.5) and (1.6), where $z \in \Omega$ is provided. If $P$ denotes a contraction operator mapping a closed set into itself, then due to the contraction mapping principle [10], [13], [14], $P_{z}$ admits a fixed point $x_{z}^{*}$ which can be obtained utilizing the method of successive substitutions or Picard's method [14] defined for each fixed $n$ by

$$
\begin{equation*}
y_{k+1, n}=P_{x_{n}}\left(y_{k, n}\right), \quad y_{0, n}=x_{n}, \quad x_{n+1}=\lim _{k \rightarrow+\infty} y_{k, n} \tag{1.10}
\end{equation*}
$$

Below we discuss the analogous explicit methods

$$
\begin{gather*}
F\left(x_{n}\right)+A\left(x_{n}, x_{n}\right)\left(x_{n+1}-x_{n}\right)=0  \tag{1.11}\\
x_{n+1}=x_{n}-A\left(x_{n}, x_{n}\right)^{-1} F\left(x_{n}\right)  \tag{1.12}\\
F\left(x_{n}\right)+A\left(x_{n}, x_{n-1}\right)\left(x_{n+1}-x_{n}\right)=0 \tag{1.13}
\end{gather*}
$$

and

$$
\begin{equation*}
x_{n+1}=x_{n}-A\left(x_{n}, x_{n-1}\right)^{-1} F\left(x_{n}\right) . \tag{1.14}
\end{equation*}
$$

In our manuscript in Section 2, we investigate the semi-local convergence of the method (1.5) and (1.6), respectively. Section 3 deals with the semi-local convergence of the methods (1.11), (1.12), (1.13) and (1.14), respectively. Several applications to Abstract Fractional Calculus are presented in Section 4 on a certain Banach space valued function such that all the integrals are of Bochner-type [7].

## 2 Semi-Local Convergence for Implicit Methods

The following semi-local convergence analysis of method (1.6) is centered on the conditions $(H)$ :
$\left(h_{1}\right) F: \Omega \subset B_{1} \rightarrow B_{2}$ is continuous and $A(F)(x, y) \in \mathscr{L}\left(B_{1}, B_{2}\right)$ for each $(x, y) \in \Omega \times \Omega$.
$\left(h_{2}\right)$ There exist $l>0$ and $\Omega_{0} \subset B_{1}$ such that $A(F)(x, y)^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$ for each $(x, y) \in \Omega_{0} \times \Omega_{0}$ and

$$
\left\|A(F)(x, y)^{-1}\right\| \leq l^{-1}
$$

Set $\Omega_{1}=\Omega \cap \Omega_{0}$.
$\left(h_{3}\right)$ There exist real numbers $\alpha_{1}, \alpha_{2}, \alpha_{3}$ satisfying

$$
0 \leq \alpha_{2} \leq \alpha_{1} \text { and } 0 \leq \alpha_{3}<1
$$

in such a way that for each $x, y \in \Omega_{1}$

$$
\begin{gathered}
\|F(x)-F(y)-A(F)(x, y)(x-y)\| \leq \\
l\left(\frac{\alpha_{1}}{2}\|x-y\|+\alpha_{2}\left\|y-x_{0}\right\|+\alpha_{3}\right)\|x-y\| .
\end{gathered}
$$

$\left(h_{4}\right)$ For each $x \in \Omega_{0}$ there exists $y \in \Omega_{0}$ fulfilling

$$
y=x-A(y, x)^{-1} F(x)
$$

( $h_{5}$ ) For $x_{0} \in \Omega_{0}$ and $x_{1} \in \Omega_{0}$ satisfying $\left(h_{4}\right)$ there exists $\eta \geq 0$ fulfilling

$$
\left\|A(F)\left(x_{1}, x_{0}\right)^{-1} F\left(x_{0}\right)\right\| \leq \eta .
$$

$\left(h_{6}\right) h:=\alpha_{1} \eta \leq \frac{1}{2}\left(1-\alpha_{3}\right)^{2}$.
and
$\left(h_{7}\right) \bar{U}\left(x_{0}, t^{*}\right) \subset \Omega_{0}$, where

$$
t^{*}=\left\{\begin{array}{l}
\frac{1-\alpha_{3}-\sqrt{\left(1-\alpha_{3}\right)^{2}-2 h}}{\alpha_{1}}, \quad \alpha_{1} \neq 0 \\
\frac{1}{1-\alpha_{3}} \eta, \quad \alpha_{1}=0
\end{array}\right.
$$

Thus, utilizing both the previous notation and conditions $(H)$ we prove below the semi-local convergence result (1.6).
Theorem 1.Assume that the conditions $(H)$ are fulfilled. Then, sequence $\left\{x_{n}\right\}$ generated by method (1.6) starting at $x_{0} \in \Omega$ is well defined in $U\left(x_{0}, t^{*}\right)$, remains in $U\left(x_{0}, t^{*}\right)$ for each $n=0,1,2, \ldots$ and converges to a solution $x^{*} \in \bar{U}\left(x_{0}, t^{*}\right)$ of equation $F(x)=0$. Moreover, provided that ( $h_{3}$ ) holds with $A(F)(z, y)$ replacing $A(F)(x, y)$ for each $z \in \Omega_{1}$, if $\alpha_{1} \neq 0$, the equation $F(x)=0$ possess a unique solution $x^{*}$ in $\widetilde{U}$, such that

$$
\widetilde{U}=\left\{\begin{array}{l}
\bar{U}\left(x_{0}, t^{*}\right) \cap \Omega_{0}, \text { if } h=\frac{1}{2}\left(1-\alpha_{3}\right)^{2} \\
U\left(x_{0}, t^{* *}\right) \cap \Omega_{0}, \text { if } h<\frac{1}{2}\left(1-\alpha_{3}\right)^{2}
\end{array}\right.
$$

and, if $\alpha_{1}=0$, the solution $x^{*}$ is unique in $\bar{U}\left(x_{0}, \frac{\eta}{1-\alpha_{3}}\right)$, where $t^{* *}=\frac{1-\alpha_{3}+\sqrt{\left(1-\alpha_{3}\right)^{2}-2 h}}{\alpha_{1}}$.
Proof. Case $\alpha_{1} \neq 0$. Let $g$ be scalar function on $\mathbb{R}$ by $g(t)=\frac{\alpha_{1}}{2} t^{2}-\left(1-\alpha_{3}\right) t+\eta$ and majorizing sequence $\left\{t_{n}\right\}$ by

$$
\begin{equation*}
t_{0}=0, t_{k}=t_{k-1}+g\left(t_{k-1}\right) \text { for each } k=1,2, \ldots \tag{2.1}
\end{equation*}
$$

From ( $h_{6}$ ) we conclude that $g$ admits two positive roots $t^{*}$ and $t^{* *}, t^{*} \leq t^{* *}$, and $t_{k} \leq t_{k+1}$. As a result, the sequence $\left\{t_{k}\right\}$ converges to $t^{*}$.
(a) Utilizing the mathematical induction on $k$, it can be proved that

$$
\begin{equation*}
\left\|x_{k+1}-x_{k}\right\| \leq t_{k+1}-t_{k} \tag{2.2}
\end{equation*}
$$

Therefore, (2.2) holds for $k=0$ by $\left(h_{5}\right)$ and (2.1), due to thee fact that $\left\|x_{1}-x_{0}\right\| \leq \eta=t_{1}-t_{0}$. Assume that for $1 \leq m \leq k$

$$
\begin{equation*}
\left\|x_{m}-x_{m-1}\right\| \leq t_{m}-t_{m-1} \tag{2.3}
\end{equation*}
$$

Then, we get $\left\|x_{k}-x_{0}\right\| \leq t_{k}-t_{0}=t_{k} \leq t^{*}$ and $A\left(x_{k}, x_{k-1}\right)$ is invertible by $\left(h_{2}\right)$. We can write by method (1.6)

$$
\begin{equation*}
x_{k+1}-x_{k}=-A_{k}^{-1}\left(F\left(x_{k}\right)-F\left(x_{k-1}\right)-A_{k-1}\left(x_{k}-x_{k-1}\right)\right) . \tag{2.4}
\end{equation*}
$$

From (2.3), $\left(h_{2}\right),\left(h_{3}\right),\left(h_{4}\right),(2.1)$ and (2.4), we get in turn that

$$
\begin{gather*}
\left\|x_{k+1}-x_{k}\right\|=\left\|A_{k}^{-1} F\left(x_{k}\right)\right\|=\left\|A_{k}^{-1}\left(F\left(x_{k}\right)-F\left(x_{k-1}\right)-A_{k-1}\left(x_{k}-x_{k-1}\right)\right)\right\| \\
\leq\left\|A_{k}^{-1}\right\|\left\|F\left(x_{k}\right)-F\left(x_{k-1}\right)-A_{k-1}\left(x_{k}-x_{k-1}\right)\right\| \leq \\
l^{-1} l\left(\frac{\alpha_{1}}{2}\left\|x_{k}-x_{k-1}\right\|+\alpha_{2}\left\|x_{k-1}-x_{0}\right\|+\alpha_{3}\right)\left\|x_{k}-x_{k-1}\right\| \leq  \tag{2.5}\\
\frac{\alpha_{1}}{2}\left(t_{k}-t_{k-1}\right)^{2}+\alpha_{2}\left(t_{k}-t_{k-1}\right) t_{k-1}+\alpha_{3}\left(t_{k}-t_{k-1}\right)= \\
\frac{\alpha_{1}}{2}\left(t_{k}-t_{k-1}\right)^{2}+\alpha_{2}\left(t_{k}-t_{k-1}\right) t_{k-1}+\alpha_{3}\left(t_{k}-t_{k-1}\right)-\left(t_{k}-t_{k-1}\right)+g\left(t_{k-1}\right)= \\
g\left(t_{k}\right)-\left(\alpha_{1}-\alpha_{2}\right)\left(t_{k}-t_{k-1}\right) t_{k-1} \leq \\
g\left(t_{k}\right)=t_{k+1}-t_{k} \tag{2.6}
\end{gather*}
$$

which finish the induction for (2.2).

Thus, we have for any $k$

$$
\begin{equation*}
\left\|x_{k+1}-x_{k}\right\| \leq t_{k+1}-t_{k} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|x_{k}-x_{0}\right\| \leq t_{k} \leq t^{*} \tag{2.8}
\end{equation*}
$$

From both (2.7) and (2.8) we conclude that $\left\{x_{k}\right\}$ denotes a complete sequence in a Banach space $B_{1}$ and as such it converges to some $x^{*} \in \bar{U}\left(x_{0}, t^{*}\right)$ (due to the fact that $\bar{U}\left(x_{0}, t^{*}\right)$ denotes a closed set). By considering $k \rightarrow+\infty$, utilizing $\left(h_{1}\right)$ and $\left(h_{2}\right)$, we get $l^{-1} \lim _{k \rightarrow+\infty}\left\|F\left(x_{k}\right)\right\|=0$, thus $F\left(x^{*}\right)=0$.

Let $x^{* *} \in \widetilde{U}$ fulfilling $F\left(x^{* *}\right)=0$. The next step is to prove by induction that

$$
\begin{equation*}
\left\|x^{* *}-x_{k}\right\| \leq t^{*}-t_{k} \text { for each } k=0,1,2, \ldots \tag{2.9}
\end{equation*}
$$

We conclude that the estimate (2.9) is valid for $k=0$ according to the definition of $x^{* *}$ and $\widetilde{U}$. Assume that $\left\|x^{* *}-x_{k}\right\| \leq$ $t^{*}-t_{k}$. Thus, as in (2.5), we conclude that

$$
\begin{gather*}
\left\|x^{* *}-x_{k+1}\right\|=\left\|x^{* *}-x_{k}+A_{k}^{-1} F\left(x_{k}\right)-A_{k}^{-1} F\left(x^{* *}\right)\right\|= \\
\left\|A_{k}^{-1}\left(A_{k}\left(x^{* *}-x_{k}\right)+F\left(x_{k}\right)-F\left(x^{* *}\right)\right)\right\| \leq \\
\left\|A_{k}^{-1}\right\|\left\|F\left(x^{* *}\right)-F\left(x_{k}\right)-A_{k}\left(x^{* *}-x_{k}\right)\right\| \leq \\
\left(\frac{\alpha_{1}}{2}\left\|x^{* *}-x_{k}\right\|+\alpha_{2}\left\|x_{k}-x_{0}\right\|+\alpha_{3}\right)\left\|x^{* *}-x_{k}\right\| \leq \\
\left(\frac{\alpha_{1}}{2}\left(t^{*}-t_{k}\right)+\alpha_{2} t_{k}+\alpha_{3}\right)\left(t^{*}-t_{k}\right)= \\
\frac{\alpha_{1}}{2}\left(t^{*}\right)^{2}+\frac{\alpha_{1}}{2}\left(t_{k}\right)^{2}-\alpha_{1} t_{k} t^{*}+\alpha_{2}\left(t^{*}-t_{k}\right) t_{k}+\alpha_{3}\left(t^{*}-t_{k}\right)= \\
-\eta+\left(1-\alpha_{3}\right) t^{*}+\frac{\alpha_{1}}{2} t_{k}^{2}-\alpha_{1} t_{k} t^{*}+\alpha_{2} t_{k} t^{*}-\alpha_{2} t_{k}^{2}+\alpha_{3} t^{*}-\alpha_{3} t_{k} \\
=t^{*}-t_{k+1} \tag{2.10}
\end{gather*}
$$

which completes the induction for (2.9). Thus, $\lim _{k \rightarrow+\infty} x_{k}=x^{* *}$. But we showed that $\lim _{k \rightarrow+\infty} x_{k}=x^{*}$, so $x^{* *}=x^{*}$.
Case $\alpha_{1}=0$. Then, we have by $\left(h_{3}\right)$ that $\alpha_{2}=0$ and estimate (2.5) gives

$$
\begin{equation*}
\left\|x_{k+1}-x_{k}\right\| \leq \alpha_{3}\left\|x_{k}-x_{k-1}\right\| \leq \ldots \leq \alpha_{3}^{k}\left\|x_{1}-x_{0}\right\| \leq \alpha_{3}^{k} \eta \tag{2.11}
\end{equation*}
$$

and

$$
\begin{gather*}
\left\|x_{k+1}-x_{0}\right\| \leq\left\|x_{k+1}-x_{k}\right\|+\left\|x_{k}-x_{k-1}\right\|+\ldots+\left\|x_{1}-x_{0}\right\| \\
\leq \frac{1-\alpha_{3}^{k+1}}{1-\alpha_{3}} \eta<\frac{\eta}{1-\alpha_{3}} \tag{2.12}
\end{gather*}
$$

Then, it follows from (2.11) and (2.12) that

$$
\begin{equation*}
\left\|x_{k+i}-x_{k}\right\| \leq \frac{1-\alpha_{3}^{i}}{1-\alpha_{3}} \alpha_{3}^{k} \eta \tag{2.13}
\end{equation*}
$$

so sequence $\left\{x_{k}\right\}$ is complete and $x^{*}$ is a solution of $F(x)=0$. Next, the uniqueness part emerges from (2.10) for $\alpha_{1}=$ $\alpha_{2}=0$, since

$$
\begin{equation*}
\left\|x^{* *}-x_{k+1}\right\| \leq \alpha_{3}\left\|x^{* *}-x_{k}\right\| \leq \alpha_{3}^{k+1}\left\|x^{* *}-x_{0}\right\| \leq \alpha_{3}^{k+1} \frac{\eta}{1-\alpha_{3}} \tag{2.14}
\end{equation*}
$$

which implies that $\lim _{k \rightarrow+\infty} x_{k}=x^{* *}$.

Remark.(1) Condition ( $h_{2}$ ) can be incorporated in ( $h_{3}$ ) as
$\left(h_{3}^{\prime}\right)$ There exist real numbers $\bar{\alpha}_{1}, \bar{\alpha}_{2}, \bar{\alpha}_{3}$ satisfying $0 \leq \bar{\alpha}_{2} \leq \bar{\alpha}_{1}$ and $0 \leq \bar{\alpha}_{3}<1$ such that for each $x, y \in \Omega$

$$
\begin{aligned}
& \left\|A(x, y)^{-1}[F(x)-F(y)-A(x, y)(x-y)]\right\| \leq \\
& \left.\left(\overline{(\alpha}_{1} / 2\right)\|x-y\|+\bar{\alpha}_{2}\left\|y-x_{0}\right\|+\bar{\alpha}_{3}\right)\|x-y\| .
\end{aligned}
$$

As a result, $\left(h_{3}^{\prime}\right)$ will replace $\left(h_{2}\right)$ and $\left(h_{3}\right)$ in Theorem 1 for $\alpha_{1}=\bar{\alpha}_{1}, \bar{\alpha}_{2}=\alpha_{2}, \bar{\alpha}_{3}=\alpha_{3}$ and $\Omega_{0}=\Omega$. Moreover, notice that $\bar{\alpha}_{1} \leq \alpha_{1}, \bar{\alpha}_{2} \leq \alpha_{1}$ and $\bar{\alpha}_{3} \leq \alpha_{3}$, which has a role in the sufficient convergence criterion ( $h_{6}$ ), error bounds and the precision of $t^{*}$ and $t^{* *}$. The condition $\left(h_{3}\right)$ is of Mysowksii-type [10].
(2) Suppose that there exist $l_{0}>0, \alpha_{4}>0$ and $L \in \mathscr{L}\left(B_{1}, B_{2}\right)$ with $L^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$ such that $\left\|L^{-1}\right\| \leq l_{0}^{-1}$

$$
\|A(F)(x, y)-L\| \leq \alpha_{4} \text { for each } x, y \in \Omega
$$

and

$$
\alpha_{5}:=l_{0}^{-1} \alpha_{4}<1
$$

As a result, due to the Banach lemma on invertible operators we have [6], [8], [10], [13], [14] and

$$
\left\|L^{-1}\right\|\|A(F)(x, y)-L\| \leq l_{0}^{-1} \alpha_{4}=\alpha_{5}<1
$$

that $A(F)(x, y)^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$. Set $l^{-1}=\frac{l_{0}^{-1}}{1-\alpha_{5}}$, then the condition $\left(h_{2}\right)$ is implied, therefore it can be dropped from the conditions $(H)$.
(3) Definitely, (1.5) converges under the conditions $(H)$, due to the fact that (1.6) implies (1.5).
(4) Let $R>0$ and define $R_{0}=\sup \left\{t \in[0, R): U\left(x_{0}, R_{0}\right) \subseteq D\right\}$. Set $\Omega_{0}=\bar{U}\left(x_{0}, R_{0}\right)$. Condition ( $h_{3}$ ) can be extended, if the additional term $a_{2}\left\|x-x_{0}\right\|$ is inserted inside the parenthesis at the right hand side for some $a_{2} \geq 0$. Then, the conclusions of Theorem 1 are valid in this more general setting, if $a_{3}=a_{2} R_{0}+\alpha_{3}$ replaces $\alpha_{3}$ in conditions $\left(h_{6}\right)$ and $\left(h_{7}\right)$.
(5) Regarding the solvability of equations (1.6) (or (1.5)), we wanted to leave condition ( $h_{4}$ ) as uncluttered as possible in conditions $(H)$.

Below, we prove the solvability of method (1.5) utilizing a stronger version of the contraction mapping principle and based on the conditions $(C)$ :
$\left(c_{1}\right)=\left(h_{1}\right)$.
$\left(c_{2}\right)$ There exist $\gamma_{0} \in[0,1), \gamma_{1} \in[0,+\infty), \gamma_{2} \in[0,1), x_{0} \in \Omega$ such that for each $x, y, z \in \Omega$

$$
\begin{gathered}
\|I+A(x, z)-A(y, z)\| \leq \gamma_{0}, \\
\|A(x, z)-A(y, z)\| \leq \gamma_{1}\|x-y\| \\
\left\|F(z)+A\left(x_{0}, z\right)\left(x_{0}-z\right)\right\| \leq\left\{\begin{array}{l}
\gamma_{2}\left\|x_{0}-z\right\| \text { for } x_{0} \neq z \\
\left\|F\left(x_{0}\right)\right\| \text { for } x_{0}=z
\end{array}\right.
\end{gathered}
$$

$\left(c_{3}\right)$

$$
\begin{gathered}
\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|+\gamma_{2} \leq 1 \text { for } \gamma_{2} \neq 0 \\
\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|<1 \text { for } \gamma_{2}=0 \\
\left\|F\left(x_{0}\right)\right\| \leq \frac{\left(1-\left(\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|\right)\right)^{2}}{\gamma_{1}} \text { for } \gamma_{1} \neq 0 \\
\gamma_{0}<1 \text { for } \gamma_{1}=0
\end{gathered}
$$

and
$\left(c_{4}\right) \bar{U}\left(x_{0}, r\right) \subseteq \Omega$, where

$$
\begin{gathered}
\frac{\left\|F\left(x_{0}\right)\right\|}{1-\left(\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|\right)} \leq r<\frac{1-\left(\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|\right)}{\gamma_{1}} \text { for } \gamma_{1} \neq 0 \\
\frac{\left\|F\left(x_{0}\right)\right\|}{1-\gamma_{0}} \leq r \text { for } \gamma_{1}=0 \\
r<\frac{1-\left(\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|\right)}{\gamma_{1}} \text { for } z=x_{0}, \gamma_{1} \neq 0 .
\end{gathered}
$$

Theorem 2.Assume that the conditions ( $C$ ) are satisfied. Then, for each $n=0,1,2, \ldots$ equation (1.5) is unique solvable. Moreover, if $A_{n}^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$, then equation (1.6) is also uniquely solvable for each $n=0,1,2, \ldots$

Proof.The proof is based on the contraction mapping principle. Let $x, y \in U\left(x_{0}, r\right)$. Then, using (1.8) we have in turn by $\left(c_{2}\right)$ that

$$
\begin{gather*}
\left\|P_{z}(x)-P_{z}(y)\right\|=\|(I+A(x, z)-A(y, z))(x-y)-(A(x, z)-A(y, z)) z\| \\
\leq\|I+A(x, z)-A(y, z)\|\|x-y\|+\|A(x, z)-A(y, z)\|\|z\| \\
\leq \gamma_{0}\|x-y\|+\gamma_{1}\left(\left\|z-x_{0}\right\|+\left\|x_{0}\right\|\right)\|x-y\| \\
\leq \varphi\left(\left\|x-x_{0}\right\|\right)\|x-y\| \tag{2.15}
\end{gather*}
$$

where

$$
\varphi(t)=\left\{\begin{array}{l}
\gamma_{0}+\gamma_{1}\left(t+\left\|x_{0}\right\|\right) \text { for } z \neq x_{0}  \tag{2.16}\\
\gamma_{0}+\gamma_{1}\left\|x_{0}\right\| \text { for } z=x_{0}
\end{array}\right.
$$

Wee observe that $\varphi(t) \in[0,1)$ for $t \in[0, r]$ by the choice of $r$ in $\left(c_{4}\right)$. In addition we have

$$
\begin{equation*}
\left\|P_{z}(x)-x_{0}\right\| \leq\left\|P_{z}(x)-P_{z}\left(x_{0}\right)\right\|+\left\|P_{z}\left(x_{0}\right)-x_{0}\right\| . \tag{2.17}
\end{equation*}
$$

If $z=x_{0}$ in (2.17), then we get by $\left(c_{3}\right),\left(c_{4}\right)$ and (2.15) that

$$
\begin{gather*}
\left\|P_{x_{0}}(x)-x_{0}\right\| \leq \varphi\left(\left\|x-x_{0}\right\|\right)\left\|x-x_{0}\right\|+\left\|F\left(x_{0}\right)\right\| \\
\leq\left(\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|\right) r+\left\|F\left(x_{0}\right)\right\| \leq r . \tag{2.18}
\end{gather*}
$$

The existence of $x_{1} \in U\left(x_{0}, r\right)$ solving (1.5) for $n=0$ is now obtained by the contraction mapping principle, (2.15) and (2.18).

In addition, if $z \neq x_{0}$, the last condition in $\left(c_{3}\right),\left(c_{3}\right),\left(c_{4}\right)$ and (2.17) give instead of (2.18) that

$$
\begin{align*}
\left\|P_{z}(x)-x_{0}\right\| & \leq \varphi\left(\left\|x-x_{0}\right\|\right)\left\|x-x_{0}\right\|+\gamma_{2}\left\|x-x_{0}\right\| \\
& \leq\left(\gamma_{0}+\gamma_{1}\left\|x_{0}\right\|+\gamma_{2}\right) r \leq r . \tag{2.19}
\end{align*}
$$

From (2.15), (2.19) and the contraction mapping principle, we prove the unique solvability of (1.5) and the existence of a unique sequence $\left\{x_{n}\right\}$ for each $n=0,1,2, \ldots$ We conclude that, the equation (1.6) is also uniquely solvable by the preceding proof and the condition $A_{n}^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$.

Remark.(a) The gamma conditions can be weakened, if $\gamma_{i}$ are replaced by functions $\gamma_{i}(t), i=0,1,2,3$. Then, $\gamma_{i}$ will appear as $\gamma_{i}\left(\left\|x-x_{0}\right\|\right)$ and $\gamma_{i}(r)$ in the conditions $(C)$.
(b) Section 2 has an interest independent of Section 4. However, the results especially of Theorem 1 can apply in Abstract Fractional Calculus as suggested in Section 4. As an example crucial condition ( $h_{3}$ ) is satisfied in (4.8), if we choose $\alpha_{2}=\alpha_{3}=0$ and $l \alpha_{1}=\frac{c}{2}$, where $c$ is defined in (4.8). Similar choices can be given for the rest of the special cases of $\left(h_{3}\right)$ appearing in Section 4.

## 3 Semi-Local Convergence for Explicit Methods

Theorem 1 is general enough so it can be utilized to investigate the semi-local convergence of methods (1.11), (1.12), (1.13) and (1.14), respectively. In particular, for the investigation of (1.12) (and consequently of (1.11)), we utilized the conditions $\left(H^{\prime}\right)$ :
$\left(h_{1}^{\prime}\right) F: \Omega \subset B_{1} \rightarrow B_{2}$ is continuous and $A(F)(x, x) \in \mathscr{L}\left(B_{1}, B_{2}\right)$ for each $x \in \Omega$.
$\left(h_{2}^{\prime}\right)$ There exist $l>0$ and $\Omega_{0} \subset B_{1}$ such that $A(F)(x, x)^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$ and

$$
\left\|A(F)(x, x)^{-1}\right\| \leq l^{-1}
$$

Set $\Omega_{1}=\Omega \cap \Omega_{0}$.
$\left(h_{3}^{\prime}\right)$ There exist real numbers $\gamma_{1}, \alpha_{2}, \gamma_{3}$ satisfying

$$
0 \leq \alpha_{2} \leq \gamma_{1} \text { and } 0 \leq \gamma_{3}
$$

such that for each $x, y \in \Omega_{1}$

$$
\begin{gathered}
\|F(x)-F(y)-A(F)(y, y)(x-y)\| \leq \\
l\left(\frac{\gamma_{1}}{2}\|x-y\|+\alpha_{2}\left\|y-x_{0}\right\|+\gamma_{3}\right)\|x-y\|
\end{gathered}
$$

$\left(h_{4}^{\prime}\right)$ For each $x, y \in \Omega_{1}$ and some $\gamma_{4} \geq 0, \gamma_{5} \geq 0$

$$
\|A(x, y)-A(y, y)\| \leq l \gamma_{4}
$$

or

$$
\|A(x, y)-A(y, y)\| \leq l \gamma_{5}\|x-y\| .
$$

Set $\alpha_{1}=\gamma_{1}+\gamma_{5}$ and $\alpha_{3}=\gamma_{3}+\gamma_{4}$, if the second inequation holds or $\alpha_{1}=\gamma_{1}$ and $\alpha_{3}=\gamma_{3}+\gamma_{4}$, if the first inequation holds. Further, suppose $0 \leq \alpha_{3}<1$.
$\left(h_{5}^{\prime}\right)$ There exist $x_{0} \in \Omega_{0}$ and $\eta \geq 0$ such that $A(F)\left(x_{0}, x_{0}\right)^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$ and

$$
\left\|A(F)\left(x_{0}, x_{0}\right)^{-1} F\left(x_{0}\right)\right\| \leq \eta .
$$

$$
\begin{aligned}
& \left(h_{6}^{\prime}\right)=\left(h_{6}\right) \\
& \text { and } \\
& \left(h_{7}^{\prime}\right)=\left(h_{7}\right) .
\end{aligned}
$$

Then, we can present the following semi-local convergence of method (1.12) utilizing the conditions $\left(H^{\prime}\right)$ and the preceding notation.

Proposition 1.Assume that the conditions $\left(H^{\prime}\right)$ are fulfilled. Then, sequence $\left\{x_{n}\right\}$ generated by method (1.12) starting at $x_{0} \in \Omega$ is well defined in $U\left(x_{0}, t^{*}\right)$, remains in $U\left(x_{0}, t^{*}\right)$ for each $n=0,1,2, \ldots$ and converges to a solution $x^{*} \in \bar{U}\left(x_{0}, t^{*}\right)$ of equation $F(x)=0$. Moreover, if $\alpha_{1} \neq 0$, the equation $F(x)=0$ posses a unique solution $x^{*}$ in $\widetilde{U}$, where

$$
\widetilde{U}=\left\{\begin{array}{l}
\bar{U}\left(x_{0}, t^{*}\right) \cap \Omega_{0}, \text { if } h=\frac{1}{2}\left(1-\alpha_{3}\right)^{2} \\
U\left(x_{0}, t^{* *}\right) \cap \Omega_{0}, \text { if } h<\frac{1}{2}\left(1-\alpha_{3}\right)^{2}
\end{array}\right.
$$

and, if $\alpha_{1}=0$, the solution $x^{*}$ is unique in $\bar{U}\left(x_{0}, \frac{\eta}{1-\alpha_{3}}\right)$, where $t^{*}$ and $t^{* *}$ are given in Theorem 1.
Proof.Use in the proof of Theorem 1 instead of estimate (2.5) the analogous estimate

$$
\begin{gathered}
\left\|F\left(x_{k}\right)\right\|=\left\|F\left(x_{k}\right)-F\left(x_{k-1}\right)-A\left(x_{k-1}, x_{k-1}\right)\left(x_{k}-x_{k-1}\right)\right\|= \\
\|\left[F\left(x_{k}\right)-F\left(x_{k-1}\right)-A\left(x_{k}, x_{k-1}\right)\left(x_{k}-x_{k-1}\right)\right]+ \\
\left(A\left(x_{k}, x_{k-1}\right)-A\left(x_{k-1}, x_{k-1}\right)\right)\left(x_{k}-x_{k-1}\right) \| \\
\leq l\left(\frac{\gamma_{1}}{2}\left\|x_{k}-x_{k-1}\right\|+\alpha_{2}\left\|x_{k-1}-x_{0}\right\|+\gamma_{3}\right)\left\|x_{k}-x_{k-1}\right\|+ \\
\left\|A\left(x_{k}, x_{k-1}\right)-A\left(x_{k-1}, x_{k-1}\right)\right\|\left\|x_{k}-x_{k-1}\right\| \leq \\
l\left(\frac{\alpha_{1}}{2}\left(t_{k}-t_{k-1}\right)^{2}+\alpha_{2}\left(t_{k}-t_{k-1}\right) t_{k-1}+\alpha_{3}\left(t_{k}-t_{k-1}\right)\right),
\end{gathered}
$$

where we used again that $\left\|x_{k}-x_{k-1}\right\| \leq t_{k}-t_{k-1},\left\|x_{k-1}-x_{0}\right\| \leq t_{k-1}$ and the condition $\left(h_{4}^{\prime}\right)$.
Remark.Comments similar to Remark 2 (1)-(3) can be reported but for method (1.11) and method (1.12) instead of method (1.5) and method (1.6), respectively.

Similarly, for (1.13) and (1.14), we use the conditions $\left(H^{\prime \prime}\right)$ :
$\left(h_{1}^{\prime \prime}\right)=\left(h_{1}\right)$
$\left(h_{2}^{\prime \prime}\right)=\left(h_{2}\right)$
( $h_{3}^{\prime \prime}$ ) There exist real numbers $\alpha_{1}, \alpha_{2}, \gamma_{3}$ fulfilling

$$
0 \leq \alpha_{2} \leq \alpha_{1} \text { and } 0 \leq \gamma_{3}
$$

such that for each $x, y \in \Omega_{1}$

$$
\begin{gathered}
\|F(x)-F(y)-A(F)(x, y)(x-y)\| \leq \\
l\left(\frac{\alpha_{1}}{2}\|x-y\|+\alpha_{2}\left\|y-x_{0}\right\|+\gamma_{3}\right)\|x-y\|
\end{gathered}
$$

$\left(h_{4}^{\prime \prime}\right)$ For each $x, y, z \in \Omega_{1}$ and some $\gamma_{3} \geq 0$

$$
\|A(z, y)-A(y, x)\| \leq l \delta_{3}
$$

Set $\alpha_{3}=\gamma_{3}+\delta_{3}$ and further suppose $0 \leq \alpha_{3}<1$.
$\left(h_{5}^{\prime \prime}\right)$ There exist $x_{-1} \in \Omega, x_{0} \in \Omega$ and $\eta \geq 0$ such that $A(F)\left(x_{0}, x_{-1}\right)^{-1} \in \mathscr{L}\left(B_{2}, B_{1}\right)$ and

$$
\left\|A(F)\left(x_{0}, x_{-1}\right)^{-1} F\left(x_{0}\right)\right\| \leq \eta .
$$

$$
\left(h_{6}^{\prime \prime}\right)=\left(h_{6}\right)
$$

and
$\left(h_{7}^{\prime \prime}\right)=\left(h_{7}\right)$.
As a result, we show the following semi-local convergence of method (1.14) taking into account the conditions $\left(H^{\prime \prime}\right)$ and the previous notation.

Proposition 2.Assume that the conditions $\left(H^{\prime \prime}\right)$ are satisfied. Then, sequence $\left\{x_{n}\right\}$ generated by method (1.14) starting at $x_{0} \in \Omega$ is well defined in $U\left(x_{0}, t^{*}\right)$, remains in $U\left(x_{0}, t^{*}\right)$ for each $n=0,1,2, \ldots$ and converges to a solution $x^{*} \in \bar{U}\left(x_{0}, t^{*}\right)$ of equation $F(x)=0$. Moreover, if $\alpha_{1} \neq 0$, the equation $F(x)=0$ possess a unique solution $x^{*}$ in $\widetilde{U}$, where

$$
\widetilde{U}= \begin{cases}\bar{U}\left(x_{0}, t^{* *}\right) \cap \Omega_{0}, & \text { if } h=\frac{1}{2}\left(1-\alpha_{3}\right)^{2} \\ U\left(x_{0}, t^{* *}\right) \cap \Omega_{0}, & \text { if } h<\frac{1}{2}\left(1-\alpha_{3}\right)^{2}\end{cases}
$$

and, if $\alpha_{1}=0$, the solution $x^{*}$ is unique in $\bar{U}\left(x_{0}, \frac{\eta}{1-\alpha_{3}}\right)$, where $t^{*}$ and $t^{* *}$ are given in Theorem 1 .
Proof.As in Proposition 1, utilize in the proof of Theorem 1 instead of estimate (2.5) the analogous estimate

$$
\begin{gathered}
\left\|F\left(x_{k}\right)\right\|= \\
\| F\left(x_{k}\right)-F\left(x_{k-1}\right)-A\left(x_{k}, x_{k-1}\right)\left(x_{k}-x_{k-1}\right) \\
+\left(A\left(x_{k}, x_{k-1}\right)-A\left(x_{k-1}, x_{k-2}\right)\right)\left(x_{k}-x_{k-1}\right) \| \leq \\
\left\|F\left(x_{k}\right)-F\left(x_{k-1}\right)-A\left(x_{k}, x_{k-1}\right)\left(x_{k}-x_{k-1}\right)\right\|+ \\
\left\|A\left(x_{k}, x_{k-1}\right)-A\left(x_{k-1}, x_{k-2}\right)\right\|\left\|x_{k}-x_{k-1}\right\| \\
\leq l\left(\frac{\alpha_{1}}{2}\left\|x_{k}-x_{k-1}\right\|+\alpha_{2}\left\|x_{k-1}-x_{0}\right\|+\gamma_{3}\right)\left\|x_{k}-x_{k-1}\right\|+l \delta_{3}\left\|x_{k}-x_{k-1}\right\| \\
\leq l\left(\frac{\alpha_{1}}{2}\left(t_{k}-t_{k-1}\right)^{2}+\alpha_{2}\left(t_{k}-t_{k-1}\right) t_{k-1}+\alpha_{3}\left(t_{k}-t_{k-1}\right)\right),
\end{gathered}
$$

where we used again that $\left\|x_{k}-x_{k-1}\right\| \leq t_{k}-t_{k-1},\left\|x_{k-1}-x_{0}\right\| \leq t_{k-1}$ and $\left(h_{4}^{\prime \prime}\right)$.
Remark.Similar results to Remark 2 (1)-(3) can be obtained but for methods (1.13) and (1.14) instead of methods (1.5) and(1.6), respectively.

## 4 Applications to X-valued Fractional Calculus

In this section we deal with Banach space $(X,\|\cdot\|)$ valued functions $g$ of real domain $[0, a], a>0$. All integrals here are of Bochner-type, see [7,12]. Once more, the derivatives of $g$ are defined similarly to numerical ones, see [15], pp. 83-86 and p. 93.

Below we apply our Newton like numerical methods to $X$-valued fractional calculus.
Our aim is to solve

$$
\begin{equation*}
g(x)=0 \tag{4.1}
\end{equation*}
$$

I) Let $1<v<2$, i.e. $\lceil v\rceil=2\left(\lceil\cdot\rceil\right.$ ceiling of number); $x, y \in[0, a], a>0$, and $g \in C^{2}([0, a], X)$.

The left $X$-valued Caputo fractional derivatives (see [4]) is written as

$$
\begin{equation*}
\left(D_{* y}^{v} g\right)(x):=\frac{1}{\Gamma(2-v)} \int_{y}^{x}(x-t)^{1-v} g^{\prime \prime}(t) d t \tag{4.2}
\end{equation*}
$$

when $x \geq y$, and

$$
\begin{equation*}
\left(D_{* x}^{v} g\right)(y):=\frac{1}{\Gamma(2-v)} \int_{x}^{y}(y-t)^{1-v} g^{\prime \prime}(t) d t \tag{4.3}
\end{equation*}
$$

when $y \geq x$, where $\Gamma$ is the gamma function.
We define also the X -valued fractional linear operator

$$
\left(A_{0}(g)\right)(x, y):=\left\{\begin{array}{l}
g^{\prime}(y)+\left(D_{* y}^{v} g\right)(x) \cdot \frac{(x-y)^{v-1}}{\Gamma(v+1)}, x>y  \tag{4.4}\\
g^{\prime}(x)+\left(D_{* x}^{v} g\right)(y) \cdot \frac{(y-x)^{v-1}}{\Gamma(v+1)}, \quad y>x \\
0, \quad x=y
\end{array}\right.
$$

By $X$-valued left fractional Caputo Taylor's formula (see [4]) we get that

$$
\begin{equation*}
g(x)-g(y)=g^{\prime}(y)(x-y)+\frac{1}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1} D_{* y}^{v} g(t) d t, \text { for } x>y \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
g(y)-g(x)=g^{\prime}(x)(y-x)+\frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1} D_{* x}^{v} g(t) d t, \text { for } x<y \tag{4.6}
\end{equation*}
$$

equivalently, it holds

$$
\begin{equation*}
g(x)-g(y)=g^{\prime}(x)(x-y)-\frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1} D_{* x}^{v} g(t) d t, \text { for } x<y \tag{4.7}
\end{equation*}
$$

Our aim is to show that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq c \cdot \frac{(x-y)^{2}}{2} \tag{4.8}
\end{equation*}
$$

for any $x, y \in[0, a], 0<c<1$.
When $x=y$, (4.8) becomes trivial.
We suppose $x \neq y$. The following cases can be distinguish:

1) $x>y$ : We report that

$$
\begin{gather*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\|=  \tag{4.9}\\
\| g^{\prime}(y)(x-y)+\frac{1}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1}\left(D_{* y}^{v} g\right)(t) d t- \\
\left(g^{\prime}(y)+\left(D_{* y}^{v} g\right)(x) \cdot \frac{(x-y)^{v-1}}{\Gamma(v+1)}\right)(x-y) \|= \\
\left\|\frac{1}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1}\left(D_{* y}^{v} g\right)(t) d t-\left(D_{* y}^{v} g\right)(x) \frac{(x-y)^{v}}{\Gamma(v+1)}\right\|=  \tag{4.10}\\
\left\|\frac{1}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1}\left(D_{* y}^{v} g\right)(t) d t-\frac{1}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1}\left(D_{* y}^{v} g\right)(x) d t\right\|= \tag{4.11}
\end{gather*}
$$

(by [1], p. 426, Theorem 11.43)

$$
\frac{1}{\Gamma(v)}\left\|\int_{y}^{x}(x-t)^{v-1}\left(\left(D_{* y}^{v} g\right)(t)-\left(D_{* y}^{v} g\right)(x)\right) d t\right\| \leq
$$

(by [7])

$$
\begin{equation*}
\frac{1}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1}\left\|\left(D_{* y}^{v} g\right)(t)-\left(D_{* y}^{v} g\right)(x)\right\| d t=:(\xi) \tag{4.12}
\end{equation*}
$$

(assume that

$$
\begin{equation*}
\left\|\left(D_{* y}^{v} g\right)(t)-\left(D_{* y}^{v} g\right)(x)\right\| \leq \lambda_{1}|t-x|^{2-v} \tag{4.13}
\end{equation*}
$$

for any $t, x, y \in[0, a]: x \geq t \geq y$, where $\lambda_{1}<\Gamma(v)$, i.e. $\left.\rho_{1}:=\frac{\lambda_{1}}{\Gamma(v)}<1\right)$.
Therefore

$$
\begin{gather*}
(\xi) \leq \frac{\lambda_{1}}{\Gamma(v)} \int_{y}^{x}(x-t)^{v-1}(x-t)^{2-v} d t  \tag{4.14}\\
=\frac{\lambda_{1}}{\Gamma(v)} \int_{y}^{x}(x-t) d t=\frac{\lambda_{1}}{\Gamma(v)} \frac{(x-y)^{2}}{2}=\rho_{1} \frac{(x-y)^{2}}{2} . \tag{4.15}
\end{gather*}
$$

We have proved that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq \rho_{1} \frac{(x-y)^{2}}{2} \tag{4.16}
\end{equation*}
$$

where $0<\rho_{1}<1$, and $x>y$.
2) $x<y$ : We report that

$$
\begin{gather*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\|=  \tag{4.17}\\
\| g^{\prime}(x)(x-y)-\frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1} D_{* x}^{v} g(t) d t- \\
\left(g^{\prime}(x)+\left(D_{* x}^{v} g\right)(y) \cdot \frac{(y-x)^{v-1}}{\Gamma(v+1)}\right)(x-y) \|= \\
\left\|-\frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1} D_{* x}^{v} g(t) d t+\left(D_{* x}^{v} g\right)(y) \frac{(y-x)^{v}}{\Gamma(v+1)}\right\|=  \tag{4.18}\\
\frac{1}{\Gamma(v)}\left\|\frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1} D_{* x}^{v} g(t) d t-\left(D_{* x}^{v} g\right)(y) \frac{(y-x)^{v}}{\Gamma(v+1)}\right\|=  \tag{4.19}\\
\frac{1}{\Gamma(v)}\left\|\int_{x}^{y}(y-t)^{v-1}\left(D_{* x}^{v} g(t)-D_{* x}^{v} g(y)\right) d t\right\| \leq \\
\frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1}\left\|D_{* x}^{v} g(t)-D_{* x}^{v} g(y)\right\| d t \tag{4.20}
\end{gather*}
$$

(by assumption,

$$
\begin{equation*}
\left\|D_{* x}^{v} g(t)-D_{* x}^{v} g(y)\right\| \leq \lambda_{2}|t-y|^{2-v} \tag{4.21}
\end{equation*}
$$

for any $t, y, x \in[0, a]: y \geq t \geq x)$.

$$
\begin{align*}
& \leq \frac{1}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1} \lambda_{2}|t-y|^{2-v} d t \\
& =\frac{\lambda_{2}}{\Gamma(v)} \int_{x}^{y}(y-t)^{v-1}(y-t)^{2-v} d t  \tag{4.22}\\
& =\frac{\lambda_{2}}{\Gamma(v)} \int_{x}^{y}(y-t) d t=\frac{\lambda_{2}}{\Gamma(v)} \frac{(x-y)^{2}}{2} .
\end{align*}
$$

Assuming also $\rho_{2}:=\frac{\lambda_{2}}{\Gamma(v)}<1$ (i.e. $\lambda_{2}<\Gamma(v)$ ), we found that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq \rho_{2} \frac{(x-y)^{2}}{2}, \text { for } x<y \tag{4.23}
\end{equation*}
$$

Conclusion: Choosing $\lambda:=\max \left(\lambda_{1}, \lambda_{2}\right)$ and $\rho:=\frac{\lambda}{\Gamma(v)}<1$, we show that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq \rho \frac{(x-y)^{2}}{2}, \text { for any } x, y \in[0, a] \tag{4.24}
\end{equation*}
$$

This represents a condition utilized to solve numerically $g(x)=0$.
II) Let $n-1<v<n, n \in \mathbb{N}-\{1\}$, i.e. $\lceil v\rceil=n ; x, y \in[0, a], a>0$, and $g \in C^{n}([0, a], X)$.

We define the following $X$-valued right Caputo fractional derivatives (see [3]),

$$
\begin{equation*}
D_{x-}^{v} g(y)=\frac{(-1)^{n}}{\Gamma(n-v)} \int_{y}^{x}(z-y)^{n-v-1} g^{(n)}(z) d z, \text { for } y \leq x \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{y-}^{v} g(x)=\frac{(-1)^{n}}{\Gamma(n-v)} \int_{x}^{y}(z-x)^{n-v-1} g^{(n)}(z) d z, \text { for } x \leq y \tag{4.26}
\end{equation*}
$$

By $X$-valued right Caputo fractional Taylor's formula (see [3]) we have

$$
\begin{equation*}
g(x)-g(y)=\sum_{k=1}^{n-1} \frac{g^{(k)}(y)}{k!}(x-y)^{k}+\frac{1}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}\left(D_{y-}^{v} g\right)(z) d z \tag{4.27}
\end{equation*}
$$

when $x \leq y$, and

$$
\begin{equation*}
g(y)-g(x)=\sum_{k=1}^{n-1} \frac{g^{(k)}(x)}{k!}(y-x)^{k}+\frac{1}{\Gamma(v)} \int_{y}^{x}(z-y)^{v-1}\left(D_{x-}^{v} g\right)(z) d z \tag{4.28}
\end{equation*}
$$

when $x \geq y$.
The fractional linear operator is defined as

$$
\left(A_{0}(g)\right)(x, y):=\left\{\begin{array}{l}
\sum_{k=1}^{n-1} \frac{g^{(k)}(x)}{k!}(y-x)^{k}-\left(D_{x-}^{v} g\right)(y) \cdot \frac{(x-y)^{v-1}}{\Gamma(v+1)}, x>y  \tag{4.29}\\
\sum_{k=1}^{n-1} \frac{g^{(k)}(y)}{k!}(x-y)^{k}-\left(D_{y-}^{v} g\right)(x) \cdot \frac{(y-x)^{v-1}}{\Gamma(v+1)}, y>x \\
0, \quad x=y
\end{array}\right.
$$

Our aim is to show that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq c \cdot \frac{|x-y|^{n}}{n} \tag{4.30}
\end{equation*}
$$

for any $x, y \in[0, a], 0<c<1$.
When $x=y$ (4.30) becomes trivial.
We suppose that $x \neq y$. We have the following cases:

1) $x>y$ : We report that

$$
\begin{gather*}
\left\|(g(x)-g(y))-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\|=  \tag{4.31}\\
\left\|(g(y)-g(x))-\left(A_{0}(g)\right)(x, y) \cdot(y-x)\right\|= \\
\|\left(\sum_{k=1}^{n-1} \frac{g^{(k)}(x)}{k!}(y-x)^{k}+\frac{1}{\Gamma(v)} \int_{y}^{x}(z-y)^{v-1}\left(D_{x-}^{v} g\right)(z) d z\right)- \\
\left(\sum_{k=1}^{n-1} \frac{g^{(k)}(x)}{k!}(y-x)^{k-1}-\left(D_{x-}^{v} g\right)(y) \cdot \frac{(x-y)^{v-1}}{\Gamma(v+1)}\right)(y-x) \|= \\
\left\|\frac{1}{\Gamma(v)} \int_{y}^{x}(z-y)^{v-1}\left(D_{x-}^{v} g\right)(z) d z+\left(D_{x-}^{v} g\right)(y) \frac{(x-y)^{v-1}}{\Gamma(v+1)}(y-x)\right\|= \tag{4.32}
\end{gather*}
$$

$$
\begin{gather*}
\| \frac{1}{\Gamma(v)} \int_{y}^{x}(z-y)^{v-1}\left(D_{x-}^{v} g\right)(z) d z-\left(D_{x-g)}^{v}(y) \frac{(x-y)^{v}}{\Gamma(v+1)} \|=\right. \\
\frac{1}{\Gamma(v)}\left\|\int_{y}^{x}(z-y)^{v-1}\left(D_{x-}^{v} g\right)(z) d z-\int_{y}^{x}(z-y)^{v-1}\left(D_{x-g}^{v}\right)(y) d z\right\|= \\
\frac{1}{\Gamma(v)}\left\|\int_{y}^{x}(z-y)^{v-1}\left(\left(D_{x-g}^{v}\right)(z)-\left(D_{x-g}^{v}\right)(y)\right) d z\right\| \leq  \tag{4.33}\\
\frac{1}{\Gamma(v)} \int_{y}^{x}(z-y)^{v-1}\left\|\left(D_{x-}^{v} g\right)(z)-\left(D_{x-g}^{v}\right)(y)\right\| d z
\end{gather*}
$$

(we suppose that

$$
\begin{equation*}
\left\|\left(D_{x-}^{v} g\right)(z)-\left(D_{x-}^{v} g\right)(y)\right\| \leq \lambda_{1}|z-y|^{n-v} \tag{4.34}
\end{equation*}
$$

$\lambda_{1}>0$, for all $x, z, y \in[0, a]$, with $\left.x \geq z \geq y\right)$

$$
\begin{align*}
& \leq \frac{\lambda_{1}}{\Gamma(v)} \int_{y}^{x}(z-y)^{v-1}(z-y)^{n-v} d z=  \tag{4.35}\\
= & \frac{\lambda_{1}}{\Gamma(v)} \int_{y}^{x}(z-y)^{n-1} d z=\frac{\lambda_{1}}{\Gamma(v)} \frac{(x-y)^{n}}{n}
\end{align*}
$$

(assume $\lambda_{1}<\Gamma(v)$, i.e. $\rho_{1}:=\frac{\lambda_{1}}{\Gamma(v)}<1$ )

$$
=\rho_{1} \frac{(x-y)^{n}}{n}
$$

We have reported, when $x>y$, that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq \rho_{1} \frac{(x-y)^{n}}{n} \tag{4.36}
\end{equation*}
$$

2) $y>x$ : We conclude that

$$
\begin{gather*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\|= \\
\|\left(\sum_{k=1}^{n-1} \frac{g^{(k)}(y)}{k!}(x-y)^{k}+\frac{1}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}\left(D_{y-}^{v} g\right)(z) d z\right)- \\
\left(\sum_{k=1}^{n-1} \frac{g^{(k)}(y)}{k!}(x-y)^{k-1}-\left(D_{y-}^{v} g\right)(x) \cdot \frac{(y-x)^{v-1}}{\Gamma(v+1)}\right)(x-y) \|=  \tag{4.37}\\
\left\|\frac{1}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}\left(D_{y-g}^{v} g\right)(z) d z-\left(D_{y-}^{v} g\right)(x) \frac{(y-x)^{v}}{\Gamma(v+1)}\right\|=  \tag{4.38}\\
\left\|\frac{1}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}\left(D_{y-g}^{v} g\right)(z) d z-\frac{1}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}\left(D_{y-}^{v} g\right)(x) d z\right\|= \\
\frac{1}{\Gamma(v)}\left\|\int_{x}^{y}(z-x)^{v-1}\left(\left(D_{y-g}^{v} g\right)(z)-\left(D_{y-}^{v} g\right)(x)\right) d z\right\| \leq  \tag{4.39}\\
\frac{1}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}\left\|\left(D_{y-g}^{v} g\right)(z)-\left(D_{y-}^{v} g\right)(x)\right\| d z
\end{gather*}
$$

(we suppose that

$$
\begin{equation*}
\left\|\left|\left(D_{y-}^{v} g\right)(z)-\left(D_{y-}^{v} g\right)(x)\right|\right\| \leq \lambda_{2}|z-x|^{n-v} \tag{4.40}
\end{equation*}
$$

$\lambda_{2}>0$, for all $y, z, x \in[0, a]$ with $y \geq z \geq x$ )

$$
\begin{align*}
& \leq \frac{\lambda_{2}}{\Gamma(v)} \int_{x}^{y}(z-x)^{v-1}(z-x)^{n-v} d z=  \tag{4.41}\\
& \frac{\lambda_{2}}{\Gamma(v)} \int_{x}^{y}(z-x)^{n-1} d z=\frac{\lambda_{2}}{\Gamma(v)} \frac{(y-x)^{n}}{n}
\end{align*}
$$

Suppose now that $\lambda_{2}<\Gamma(v)$, that is $\rho_{2}:=\frac{\lambda_{2}}{\Gamma(v)}<1$.
We have reported, for $y>x$, that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq \rho_{2} \frac{(y-x)^{n}}{n} \tag{4.42}
\end{equation*}
$$

Set $\lambda:=\max \left(\lambda_{1}, \lambda_{2}\right)$, and

$$
\begin{equation*}
0<\rho:=\frac{\lambda}{\Gamma(v)}<1 \tag{4.43}
\end{equation*}
$$

## 5 Conclusion

We show that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(g)\right)(x, y) \cdot(x-y)\right\| \leq \rho \frac{|x-y|^{n}}{n}, \text { for any } x, y \in[0, a] \tag{4.44}
\end{equation*}
$$

In the particular case of $1<v<2$, we conclude that

$$
\begin{equation*}
\left\|g(x)-g(y)-\left(A_{0}(f)\right)(x, y) \cdot(x-y)\right\| \leq \rho \frac{(x-y)^{2}}{2} \tag{4.45}
\end{equation*}
$$

for any $x, y \in[0, a], 0<\rho<1$.
Thus, this represents a condition required to solve numerically $g(x)=0$.
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