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Abstract: The present article proposes an improved exponential dethestimation for current population mean in two-occasion
successive sampling when the information on an auxilianjaisée is readily available on both the occasions. The biehaf the
proposed estimator has been examined and its optimal espkatt strategy is formulated. Empirical studies are cawigt to show
the dominance of the proposed estimation procedure. Resxdtinterpreted and suitable recommendations are matie gutvey
practitioners.
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1 Introduction

There are many real life problems of practical interest irotes fields of applied sciences, where the study charaofers

a finite population is subject to change over time and a sucaefed out on a single occasion will provide information
about the characteristics of the surveyed population amytHe given occasion and cannot give information related to
the nature or rate of change over different occasions orgstimates of the population parameters over all occasions or
on the most recent occasion. For such cases, the use of sivecéstation) sampling as advocated 1y is the most
appropriate sampling procedure to generate the reliableefims of cost and precision) estimates of population
parameters on various desired occasions. The theory oéssige sampling was further extended By[B],[4],[5], and

[6] among others. 7],[8] applied this theory to design the estimators of the poputaparameters on the current
occasion by using information on two or more auxiliary vatés which were readily available on the previous occasion.

In many practical situations, information on an auxiliargriable may be readily available on both occasions in
two-occasion successive sampling. In follow up of this angat, P], [10],[11],[12],[13], [14], [15],[16] among others
have proposed several estimators of population mean oardgygecond) occasion in two occasion successive sampling.
Motivated with the above cited works, in this paper we hawppsed an improved exponential type estimator of current
population mean in two-occasion successive sampling Bizging the information on an auxiliary variable which is
readily available on both occasions. Theoretical propsmif the proposed estimator have been discussed and exhpiric
studies are carried out to show the dominance over othemastis. Results have been interpreted and suitable
recommendations are made to the survey practitioners.

2 Formulation of the estimator

Let U = (Ug,Ug,....... ,Un) be the finite population oN units, which has been sampled over two occasions. The
character under study is denotedXjy) on the first (second) occasion respectively. It is assumetdriformation on an
auxiliary variablez, (h=1,2) is readily available on hth occasion whose population meamown and has positive
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correlation withx andy on the first and the second occasions respectively. A singpléam sample of n units is drawn
on the first occasion using without replacement scheme. Aaensub sample ah(= nA) units is matched (retained)

from the sample on the first occasion for its use on the secocasmn, while afresh random sample- (n—m) = nu

of units is drawn without replacement on the second occasiathhat the sample size on the second occasion isnalso
HereA andpu (A +p =1) are the fractions of matched and fresh samples respectivelyre current occasion. The
values ofA or u would be chosen optimally.

The following notations have been considered for further us

X,Y: Population means of the study variabiesndy respectively.
Z1(Z5): Population mean of the auxiliary variatdgon the hth(h = 1,2) occasion.

Pyxs Pxzy > Pxzz s Pyzy » Pyzy s Pz 5, - POpUlation correlation coefficients between the varisbieown in suffices.

$.5.S,. S, Population variances of the variableg,z;,z, respectively.
Cy,Cx.C,,,C;,: Population coefficients of variation of the variablesz;,z, respectively.

Utilizing the information on auxiliary variablex andz, on first and second occasions respectively, we formulate two
estimators of current population mean which are based @i famd matched samples. The estimator based on fresh
sample of size u is of exponential structure and formulased a

= Z_Z Z_2 - Z_Zu
T - — ex = 0 — 1
=% (2 ) e 22 @
The second estimator based on matched sample of size m isaals@n exponential structure and formulated as
= )?n Z_l - Z_ln Z_Z - Z_2m
Tm= — | ex — | ex —= 2
m=m (Xm> p(zl+21n> p(zz +22m) @

To estimate the current population meénthe estimatofl, is most appropriate and for estimating change over both
occasions the estimatdy, is suitable while to deal with both the problems simultargpthe contribution ofly, and T,
are highly desirable. Motivated with these arguments, tied &stimator of current population medris proposed as

T= ¢Tu+(1_¢)Tm (3)

where¢ (0 < ¢ < 1) is an unknown constant (scalar) to be determined underigarigerion such that the mean square
error (MSE) of the estimatdF attains its minimum.

3 Properties of the proposed estimator T

Since the estimator$, and T, have the exponential structures, therefore, they are diasémators of the current
population meary, the final estimator T is a convex linear combination of thinestorsT, and Ty, hence it is also a
biased estimator. The biaB(.) and mean square errdvi(.) of the estimatorT is derived up to first-order of
approximations under large sample assumption using th@fiolg transformations:

Yo=Y (1+er), Ym=Y(1+e), Xn=X(1+6e3), %= X(1+es), Zu=Z(1+€5) Zin=Z(1+ €5), Zom= Z(1+ &)

SuchthakE () =0and|g| < 1,Vi=1,2,...,7
Under the above transformations, the estimalgand Ty, take the following forms:

Tu =

-1
Y(Lte) (1t %)‘1exp{—§e5(1+%eg,> H (4)

1 -1
Y(1+e)(1tey (L ea>‘1exp{‘%ee(1+%ee) }exp{_%&(l%a) H X

Thus, we have the following theorems.
Theorem 1: The bias of the estimator up to the first order agprations is derived as:

B(T) = ¢B(Tu)+(1—¢)B(Tm) (6)

Tm:
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where
-/1 1 15 3
B(Tu) =Y (a - N) {gcoooz— 5%101} (7)
(3~ ) Caot (3 3)Casa
B(Tom) =Y | + {% (n% - %)Clool— (% - %)Co101— (% - ﬁ)cono-k % (% - ﬁ)coou} (8)
+5{ (7 — 1) Coooz+ (5 — 1) Coozo}
where

Coqrs= E [(x —X)P(yi = Y)¥ (21— 2)" (22— 2)]; (p,q,1,5) > 0 are integers.

Proof: The bias of the estimatdris given by

B(T)=E(T-Y)=¢E(Tu—Y)+(1—)E(Tm—Y)

= ¢B(Tu)+(1_¢)B(Tm) (9)
where

B(Ty) =E(Tu—Y) andB(Tym) =E(Tn—Y)

From equations (4) and (5), substituting the expressiong, @nd T, into equation (9), expanding exponentially and
binomially, taking expectations and retaining the termaifirst order of approximations, we have the expression of the
bias of the estimator as given in equation (6).

Theorem 2: The mean square error of the estimatop to the first degree of approximations is obtained as

M(T) = $°M(Tu) + (1— ¢)°M (Tm) +26 (1— ¢)C(Ty, T) (10)
where
1 1)\ [13
M (Ty) = (G — N) h — 3py22} . (11)
_el@- a2 m) ot (1) P
M (Tm) - S; {4’4(?11 _4% (fg\ilzz - pyll) - r'r% - % 2 ] (12)
C(Tuva) = - % [‘zl - % (p)’Zz +py21) + L§1 (p2122 - pyZz)] SSZ/ (13)

Proof: The mean square error of the estimadtas given by

M(T) = E[T Y= E[¢ (Tu—Y) + (1~ ¢) (Tm—Y)]*

= M (Ty) + (1~ ¢)°M (Tm) +26 (1~ ¢)C(Tu, T) (14)

where
M (Ty) = E[Tu=Y]?, M (Tm) = E[Tm—Y]? andC (Ty, Tm) = E[(Tu—Y) (Tn—Y)]

From equations (4) and (5), substituting the expressiong, aind Ty, into equation (14), expanding exponentially and
binomially, taking expectations and retaining the termaifirst order of approximations, we have the expression of the
mean square error of the estimaloas given in equation (10).

Remark: The bias and mean square error of the estinfagiown in equations (6) and (10) respectively are derived
under the assumption that the coefficients of variation efriables, y,z; andz, are approximately equal, which is an
intuitive assumption and also considered 8) [
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3.1 Minimum mean square error of the estimator T

Since the mean square error of the estimatdm equation (10) is a function of the unknown consté@ntherefore, it is
minimized with respect t¢ and subsequently the optimum valuefois obtained as
by — M (T) —C(Tu To)
P M (Ty) + M (Tm) — 2C(Ty, T)

(15)

From equation (15), substituting the valuefgfy: in equation (10) we get the optimum mean square error of tla®r
T as

M (To)M (Tm) — [C (T, T))?
P ™ M (Ty) +M (Tm) — 2C (Tu, Tm)
Now substituting the values from equations (11) - (13) inauns (15) and (16), the simplified values gy and
M(T),p is obtained as

M(T) (16)

 U[uAs+ fA7+ Ag] 17
Pop = [U2Ag + tA6 + Ag1] (17
Agati? + Asapt + Ags|
M(T)ox = [Aqau 1 +Aws] § (18)

[Aop2+Ap+Ag1] n
where

AL = 2Py — Pxzys A2 = Payzo — Pyz1, A3 = Pyzy, A4 = Pz, — 2Pyzy, A5 = Pyz, + Pyz

3 1 1 3 1
A = <———f AL —Ax+ fA— fA3__fA4+ fA5) s Ar= (Z_A2+A3+ZA4_§A5>

4 4
3 5
Ag=Ar— Az, Ag= Z+4f—3fA3—A1—A2+fA2—ng——fA4+fA5
7 5 13
Ao = {—Z—f<Z—GA3—§A4+A5>} A= (Z_3A3>

|49 1/9 5 21 3
A= [16 4<4A4 A5+7A4—ZA4A5—7A5)]

3
Az = [f (A12+ AzA11 — AoAqp) + f <A1A11 +AoA1; — ZAll) ]

6 9 3
Ag= 2 (ZAH +A2A11 — AzA11 — A12> t3 fA11— §A11 —AjA11 - AA

6
Ais=(1-1) ( A11+A2A11—A\°,A11>

u = 3 is the fraction of the fresh sample drawn on the current (secoccasion.

4 Optimum replacement strategy

To determine the optimum value pf(fraction of sample to be drawn afresh on the current ocnas'm)thatw? be estimated
with maximum precision and minimum cost, we minimMgT ), opt in equation (18) with respect @, which results in a
quadratic equation ip, which is given as

T2+ 2T+ T3 =0 (19)
Solving the equation (19), the solutionso{sayf1) are given as

Tt /TR TiTs
: (20)

T

ijl:
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where

Ty = A10A13— AgA14, To = A11A13— AgAss, Ts = A11A14 — A10Ass

The real value ofi exists, if‘l’22 —T1T3 > 0 for any combination oy, Oxz, , Pxzz s Pyz, Pyzz s Pz 5, which satisfy the condition

of real solution, two real values @f are possible. Hence while choosing the valugioft should be remembered that
0 < [1 < 1; all other values ofi are inadmissible. If both the value ffare admissible, the lowest one is the best choice
as it reduces the cost of the survey. From equation (20)tisutisy the admissible value gf (say L) in equation (18),
we have the optimum value of mean square error of the estifiandich is shown below

B [Aqao? + Aqatlo + Ags)| 32
OPt T [AgHo? + Arto+A1r] N

M(T)© (21)

5 Efficiency comparison

For evaluating the efficiency of the proposed estimatorwe compare the proposed estimator with sample mean
estimatory,, (when there is no matching) and with natural successive mamﬁstlmatOIY ¢Yu+ (1— @)y, (When no

auxiliary information is used on any occasion), Wh%e: Ym+ Byx(Xn Xno andTy, whereTy is the [L6] estimator. The
percent relative efficiencies of the estimafohave been obtained for different choicesoy, Py Pz Pyzss Pyzz Pz,

Sinceyp andY are unbiased estimator Of, following [17] the variance ofy, and optimum variance of and the
optimum mean square error dff] estimator are as follows

v =(5-3) S
V= [t 8] 3

(A + 1% Pe+ "%

M(T1)op —=
[Al + Ili()) zAa} n

whereA; (i =1,2....,17) are same as given by §|.

For N=5000, n=500 and different choices of correlati®is Pz, , Pxz,: Pyz1: Pyz - Pz 5, Table 1 presents the optimum

values ofu and percent relative efficiencids, and E, of the estimatorT with respect to the estimatosg, andY
respectively and Table 2 presents the optimum valugs ahd percent relative efficienci&s of the estimato with
respect tdr; are as follows:

_ M (Yo *
E, = ()z”) x 100,E, = % x 100 andE = M<Tl)<%) %100
M(T)© opt M(T)™ opt M(T)opt

Note: * indicateu do not exist and ** indicate no gain.
Note: * indicateu do not exist and ** indicate no gain.

6 Interpretations of empirical results

1.The following interpretations may be read out from Tahle 1

(hFor fixed values ofpyx,pxzz,pyzl,pz122 the values oflp decrease and the values Bf and E; increase with the
increasing values Qdyz,.

(i)For fixed values oPyx, Pxz,, Pyz; , Pyz,,, the values ofip and the values dE; andE; decrease with the increasing values
of p, . .
2

(iii)For fixed values ofoy,, pyz, , Pz15,: Przz the values ofp andE; increase but the values Bf do not follow any pattern
with the increasing values @ky.
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Table 1: Optimum values ofu and percent relative efficiencies of T with respe@.{mﬁd\? (for pyz,=0.5)

oy | pya | Py | 05 | 06 | 07 | 08 | 09 |

Ho | 0.6849 | 0.6471| 0.5946 | 0.517 | 0.3903
0.8 | E; | 109.29| 108.64| 107.7 | 106.28 | 103.93
E, | 104.23| 103.6 | 102.71| 101.35 i

Ho | 0.5213| 0.4592 | 0.3729 | 0.2452 | 0.0365
0.9 | E1 | 149.56| 146.43| 142.05| 135.53 | 124.89
0.4 E, | 142.62| 139.64 | 135.46 | 129.25| 119.1

Mo | 0.7388| 0.7166| 0.6881| 0.6502 | 0.5973
0.8 | E; | 110.38| 110.03| 109.57 | 108.93| 108
E, | 105.26 | 104.93 | 104.48 | 103.87 | 102.99

0.7

0.9
Mo | 0.6071| 0.5703| 0.5229| 0.4599| 0.3719
0.9 | E; | 154.25| 152.47 | 150.16 | 147.03 | 142.61
E, | 147.09| 145.4 | 143.19| 140.21| 135.99
Ho | 0.7784 | 0.7439 | 0.6884 | 0.5834 | 0.4111
0.8 | E; | 113.98| 113.68| 113.16| 112.12| 109.32
0.7 E, | 105.49| 105.22 | 104.74| 103.77 | 101.18

Ho | 0.5785| 0.5004 | 0.3746 | 0.1386 | 0.4665
09 | E 159.1 | 156.02| 151 141.59 | 125.16
0.5 E, | 147.26| 144.41| 139.76 | 131.06 | 109.36

Mo | 0.8233| 0.8068| 0.7839| 0.75 | 0.6946
0.8 | E1 | 114.46| 114.38| 114.21| 113.95| 113.46
E, | 105.94| 105.86| 105.72 | 105.47 | 105.02

0.9
Mo | 0.6736| 0.6348| 0.5811| 0.5017| 0.3723
09 | E; | 163.21| 161.79| 159.76 | 156.69 | 151.63
E, | 151.06| 149.75| 147.87 | 145.03 | 140.34
Ho | 0.9567 | 0.9672| 0.9936 | 0.9952 | 0.8172
0.8 | E; | 117.54| 117.6 | 117.65| 117.44| 118.07
0.7 E, | 104.48| 104.54 | 104.57 | 104.54 | 104.95
Ho | 0.6772| 0.5731| 0.386 * *
09 | E; | 170.74| 168.29 | 162.11 * i
0.6 E, | 151.77| 149.59 | 144.09 ** **
Mo | 0.9553| 0.9607 | 0.9694 | 0.9861 *
08 | E1 | 117.46| 117.53| 117.59| 117.64 **
0.9 E, | 104.41| 104.47 | 104.53 | 104.57 **

Mo | 0.7743| 0.7394| 0.6832| 0.5772| 0.3832
09 | E; | 173.28| 172.61| 171.42| 169.05| 162.76
E, | 154.02| 153.43| 152.37 | 150.27 | 144.67

(iv)For fixed values opyy, pyz, P21, Pxzz the values oflg, E1 andE, do not follow any pattern with the increasing values
of pyz, .

(v)The minimum value ofig is 0.0365(=2 0.04), which shows that the fraction to be replaced on the currecasion is
as low as about 4 percent of the total sample size leadingaduection of the considerable amount of the cost of the
survey.

2.The following interpretations may be observed from Tahle

(i)For fixed values ofpyx andpy,, the values ofug increase but the values of E decrease with the increasingsalf

Pzz,-

(i For fixed values opyx andp,z,, the values of E decrease and there is no change in the vdlpgsvith the increasing
values ofpy,.
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Table 2: For fixed §=0.6, pxz,=0.2, pyz,=0.9, pyz,=0.6, pxz=0.9), the optimum values @f and percent relative efficiencies Bfwith
respect to16] estimator.

Pyx  Pyz | Puy, | 08 | 085 | 09 |

05 Ho * 0.0887 | 0.1994

' E ** 137.67 | 131.33

0.7 055 | Ho * 0.0887 | 0.1994
' E ** 125.18 | 119.41

0.6 Ho * 0.0887 | 0.1994

’ E ** 110.61 | 105.51

05 Ho 0.3693 | 0.4233 | 0.4683

E 153.04 | 147.33 | 142.54
0.8 Ho 0.3693 | 0.4233 | 0.4683

0.55 E 139.64 | 134.43 | 130.06
0.6 Ho | 0.3693| 0.4233| 0.4683

' E 123.98 | 119.35| 115.48
05 Ho | 0.7172| 0.7343| 0.7494

E 187.26 | 181.18 | 175.83

0.9 055 | Ho 0.7172| 0.7343 | 0.7494
' E 171.69 | 166.11| 161.2

0.6 Ho 0.7172| 0.7343 | 0.7494
’ E 153.69 | 148.7 | 144.31

(iif)For fixed values ofoy, andp;,,, the values ofig and E increase with the increasing valuepgf

(iv)The minimum value ofip is 0.0887, which indicates that the fraction of fresh sanplbe replaced on the current
occasion is as low as about 9 percent of the total sample sizieh is highly helpful in reducing the cost of the
survey.

It is visible that from Table 1-2 almost aILthe valuesmfE, andE are more than 100 which indicate that the proposed
estimator is uniformly dominating over, Y and [L€] estimators.

7 Conclusions and Recommendations

From the above numerical study, it may be concluded that tbpgsed estimatdrF is significantly better tham,,Y and

[16] estimators. It may also be concluded that proposed esimmahighly rewarding in terms of precision as well as in
reducing the cost of the survey to the considerable amowantcélthe proposed estimator represents the nice behadior an
may be recommended to survey statisticians for their reshfpplications.
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