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Abstract: In this paper, a ratio-product type estimator has been developed for estimating the population mean of the study variable
using auxiliary information under double sampling scheme in the presence of non-response and measurement error on boththe
variables. The optimum property of the suggested estimatorhas been identified. A theoretical and empirical study has been done to
demonstrate the efficiency of the proposed estimator over other estimators.
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1 Introduction

In surveys, response rates have fallen over the last three decades, [2]. As per [3], researchers should concentrate to
maximize response rates and to minimize risk of non-response errors. [4], [5], [6] hypothesized that reluctant sample
persons, should successfully brought into the respondent pool through persuasive efforts, and may provide data filled
with measurement error. Two questions arise in this situation as – first has to do with the quality of a statistic (eg. Means,
correlation coefficients) calculated from a survey i.e. does the mean square error of a statistic increase when sample
persons who are less likely to be contacted or corporate are incorporated into the respondent pool? Secondly, question
has to do with methodological inquiries for detecting non-response bias, see [7].
Many researchers have studied the properties of estimatorsin the presence of non-response and measurement errors
independently, respectively, viz [8], [9], [10], [11], [12], [13], etc.

In general, the researchers who have studied non-response have not considered the presence of measurement error and
vice versa. On this situation [1] on his Ph. D. thesis studied the properties of estimators for estimating the population mean
of study variable in the presence of non-response and measurement error using single auxiliary variable. For estimating
the parameter’s, [14] and [15] have extended the work of [1] on estimating the population mean of the study variable in the
presence of non-response and measurement error, respectively when the population mean of auxiliary variable is known.
In the present study, we have proposed a generalized estimator in the situation when non-response and measurement errors
are present on both study and auxiliary variables under double sampling scheme.

2 The suggested Estimator

In situations with unknown population mean of the auxiliaryvariableX , a two-phase sampling scheme is adopted whereX,
the population mean of the variableX is replaced byx1, the first-phase sample estimator for the population mean. Alarger
sample of sizen1 is taken from a population of sizeN at the first-phase by a simple random sampling without replacement
(SRSWOR) method. Information on the auxiliary variable is obtained from the sample drawn at the first-phase. At second
phase, a smaller sample of sizenis taken from the units of the first-phase sample using a simple random sampling without
replacement (SRSWOR) method and data on the variable of interest are collected. At first phase, we assume that there
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is complete response and no measurement error. Letx1i be the observed values andX1i be the true values on auxiliary
characteristic associated with theith (i = 1, 2, . . . , n1) unit in the first-phase sample. Since we have assumed that there
are no measurement errors at first-phase sample, thereforex1i = X1i. Let(x1i, yi) be the observed values and(Xi, Yi) be
the true values on two characteristics(x, y)respectively associated with theith (i = 1, 2, . . . , n) unit of the second-phase
sample.
In surveys, there are many potential sources of non-sampling errors. The greater the impact of these sources of error, the
greater the difference will be between our survey (or census) estimate and the true values. Based on above situation, I
have suggested one general class of estimator under the situation when there is non-response and measurement error on
study as well as auxiliary variable under double sampling scheme
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Squaring both sides of (2) ignoring terms of order greater than two and taking expectations, one can obtain MSE ofT as
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3 Efficiency Comparison

For efficiency comparison, I have considered the following special cases:
Let k = 1 in equation (1), the proposed estimator tends to the ratio estimator as

TR = y∗
(

x∗
δ

1

x1

)(

x∗
δ

1

x∗

)

with mean squared error as

MSE (TR) =

[

(

1+R2)A+9R2B1+
4R2

(n1− n)2
ψ1+2RC1−2Rψ3+

4R
n1− n

ψ4−6R2B1

+4R2B1−
4R2

n1− n
ψ2

]

(6)

From (4) and (6), one can obtain
MSE (TR)−MSE (T )≥ 0

i f
−φ2−

√

φ2
2 −4Rφ1φ3

2Rφ1
≤ k ≤

−φ2+
√

φ2
2 −4Rφ1φ3

2Rφ1
, (7)

whereφ1 =
8

n1−n ψ2− 16
(n1−n)2

ψ1−8B1−R2A;

φ2 =
16R

(n1− n)2
ψ1−

4R
(n1− n)

ψ2−2RB1−
32

(n1− n)
ψ4−2ψ3;

c© 2018 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro. Lett.5, No. 1, 43-52 (2018) /www.naturalspublishing.com/Journals.asp 47

Table 1: Mean squared error (MSE) of the estimators for Population I
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If (7) and (9) holds true, the proposed estimator is more efficient estimator thanTRandTO.

c© 2018 NSP
Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp


48 S. Kumar, S. Bhougal: Study on non response and measurement error using...

Table 2: Mean squared error (MSE) of the estimators for Population II

4 Empirical Comparison

To examine the merits of the suggested class of estimators T over the other competitors, I have generated four populations
from normal distribution with different choices of parameters by using R language program. The auxiliary information
of variable X has been generated from N(5,10) population. This type of population is very relevant in most of the socio-
economic situations with one interest and one auxiliary variable.

4.1 Population I:

X = N (5, 10) ; ;Y = X +N (0, 1) ; ;y = Y +N (1, 3) ; ;x = X +N (1,3) ; ;N = 5000; ;

µY = 4.927167; ;µX = 4.924306; ;σ2
y = 102.0075; ;σ2

x = 101.4117; ;σ2
U = 8.862114; ;

σ2
V = 9.001304; ;ρyx = 0.995059
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Table 3: Mean squared error (MSE) of the estimators for Population III

4.2 Population II:

X = N (5, 10) ; ;Y = X +N (0, 1) ; ;y = Y +N (1, 5) ; ;x = X +N (1,5) ; ;N = 5000; ;

µY = 4.996681; ;µX = 5.013507; ;σ2
y = 97.12064; ;σ2

x = 95.95803; ;σ2
U = 23.96055; ;

σ2
V = 24.19283; ;ρyx = 0.994822

4.3 Population III:

X = N (5, 10) ; ;Y = X +N (0, 1) ; ;y = Y +N (2, 3) ; ;x = X +N (2, 3) ; ;N = 5000; ;

µY = 4.730993; ;µX = 4.741928; ;σ2
y = 101.2633; ;σ2

x = 100.2288; ;σ2
U = 9.1025; ;

σ2
V = 9.052019; ;ρyx = 0.995187
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Table 4: Mean squared error (MSE) of the estimators for Population IV

N1
N2 σ2

y(2) σ2
x(2) σ2

U (2) σ2
V (2) ρyx(2)

4500 500 99.99174 99.87471 9.150544 8.756592 0.994916
4250 750 100.9428 100.8224 9.053862 8.766538 0.995535
4000 1000 104.2711 103.2349 8.821278 8.339179 0.995472

N1
N2 σ2

y(2) σ2
x(2) σ2

U (2) σ2
V (2) ρyx(2)

4500 500 97.02783 94.54578 22.80557 25.43263 0.994546
4250 750 98.27616 97.42674 23.27837 24.13829 0.994992
4000 1000 96.09359 94.71923 24.42978 23.03076 0.99467

N1
N2 σ2

y(2) σ2
x(2) σ2

U (2) σ2
V (2) ρyx(2)

4500 500 102.7504 101.2097 9.095136 8.8123 0.995045
4250 750 99.55993 99.49764 9.233619 8.805872 0.995314
4000 1000 105.4334 103.8947 9.277715 9.072151 0.995105
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4.4 Population IV:

X = N (5, 10) ; ;Y = X +N (0, 1) ; ;y = Y +N (2, 5) ; ;x = X +N (2,53) ; ;N = 5000; ;

µY = 4.961081; ;µX = 4.96178; ;σ2
y = 102.2408; ;σ2

x = 100.868; ; σ2
U = 25.94111; ;

σ2
V = 25.03951; ;ρyx = 0.394221

N1
N2 σ2

y(2) σ2
x(2) σ2

U (2) σ2
V (2) ρyx(2)

4500 500 103.5361 102.1031 25.31099 22.84483 0.394622
4250 750 103.6790 102.7446 24.6859 26.12337 0.395036
4000 1000 100.1031 99.31665 25.80394 24.50468 0.394778

The following points are noted from the above table 1 as:

1.Under population I, there are nine different situations,for each situation the performance of the proposed estimator in
terms of mean squared error (MSE) is best for different values of k as compared with other estimators.

2.For all situations, with small sample sizes the performance of the proposed estimator (T) is always best as compared
with larger samples sizes.

The following points are noted from the table 2:

1.Performance of the proposed estimator (T) under all different situations is best for different values of k among all the
considered estimators.

2.It is further noted that for large sample sizes, proposed estimator performance better than the other estimators.
3.The MSE of the estimators has increased with the increase in the value of k.

It is envisaged from the table 3 that the performance of the proposed estimator (T) is best as compared to other estimators
in all situations. Further, with the increase in the value ofk, the MSE of the estimators also increases. Also, the MSE of
the proposed estimator (T) has increase with the increase inthe sample sizes.
From table 4, it is envisaged that the performance of the proposed estimator (T) is better than the other considered
estimators for all the different situations in population IV. For large values of sample sizes, the proposed estimator is best
in terms of MSE for different values of k. Also, with the increase in the value of k, the proposed estimator increases in all
the situations.

5 Conclusion

In this paper, we have considered the situation when there isnon-response and measurement error on study as well as
auxiliary variable for estimating the population mean of the study variable under double sampling scheme. Based on this
situation, I have proposed estimator and studied its properties in terms of bias and mean squared error. Comparison of the
proposed estimator with other estimators also obtained. Theoretically, conditions have been obtained where the proposed
estimator performance better than the other considered estimators. Next, I have considered the simulated data for different
situations in different four populations. It is shown in section 4 of the paper that the performance of the proposed estimator
is best among the other estimators for all different situations. So, I recommend the proposed estimator for the situation
where both the non-response and measurement error is present on study as well as auxiliary variable when the population
mean of the auxiliary variable is unknown.
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