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Abstract: In this paper, a ratio-product type estimator has been dpeel for estimating the population mean of the study vagiabl
using auxiliary information under double sampling schemehie presence of non-response and measurement error orthigoth
variables. The optimum property of the suggested estinfasrbeen identified. A theoretical and empirical study has lmone to
demonstrate the efficiency of the proposed estimator ovar @stimators.
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1 Introduction

In surveys, response rates have fallen over the last threedds, 2]. As per [3], researchers should concentrate to
maximize response rates and to minimize risk of non-respenrs. 4], [5], [6] hypothesized that reluctant sample
persons, should successfully brought into the respondeaaitthrough persuasive efforts, and may provide data filled
with measurement error. Two questions arise in this sitnads — first has to do with the quality of a statistic (eg. Means
correlation coefficients) calculated from a survey i.e.gltee mean square error of a statistic increase when sample
persons who are less likely to be contacted or corporatenamporated into the respondent pool? Secondly, question
has to do with methodological inquiries for detecting nesponse bias, seé€|[
Many researchers have studied the properties of estimatdie presence of non-response and measurement errors
independently, respectively, vig]| [9], [10], [11], [12], [13], etc.

In general, the researchers who have studied non-respaws@hbt considered the presence of measurement error and
vice versa. On this situatiodJon his Ph. D. thesis studied the properties of estimatarsgtimating the population mean
of study variable in the presence of non-response and nevasut error using single auxiliary variable. For estingtin
the parameter’s,14] and [15] have extended the work of] on estimating the population mean of the study variablaén t
presence of non-response and measurement error, regheatien the population mean of auxiliary variable is known.
In the present study, we have proposed a generalized estimale situation when non-response and measuremenserror
are present on both study and auxiliary variables underlé@ampling scheme.

2 The suggested Estimator

In situations with unknown population mean of the auxilisayiableX, a two-phase sampling scheme is adopted where
the population mean of the variab¥es replaced by,, the first-phase sample estimator for the population medarger
sample of size; is taken from a population of si2¢ at the first-phase by a simple random sampling without rejphemnt
(SRSWOR) method. Information on the auxiliary variableb$ained from the sample drawn at the first-phase. At second
phase, a smaller sample of siietaken from the units of the first-phase sample using a gmgridom sampling without
replacement (SRSWOR) method and data on the variable oEBitare collected. At first phase, we assume that there
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is complete response and no measurement errox;Llet the observed values ag be the true values on auxiliary
characteristic associated with tH&(i =1, 2, ..., ny) unit in the first-phase sample. Since we have assumed that the
are no measurement errors at first-phase sample, thexrgfere;. Let(xy;, yi) be the observed values dixg Y;) be
the true values on two characteristios y)respectively associated with ti@(i = 1, 2, ..., n) unit of the second-phase
sample.
In surveys, there are many potential sources of non-samefitors. The greater the impact of these sources of erer, th
greater the difference will be between our survey (or censssmate and the true values. Based on above situation, |
have suggested one general class of estimator under thaéigituvhen there is non-response and measurement error on
study as well as auxiliary variable under double samplirpete

n1X; —nx*

() () e () ()
Whereiqa = =

In order to obtain the bias and mean square error (MSE) ofestitgd estimator, the following are some notations.
Let

and

orx; =X+ \/in—lwxl-
Adding wyandwj, we have

10 - 12
ctay=—=Y (YV-Y)+—=$ U".
W + ) ﬁi;(' ) \/ﬁi;.
Multiplying both sides by%, we have

n
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or 75 (@ + ) =y =Y,
ory" =Y+ 2 (af + ).
Similarly, we have
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Y = 2B 4 n?B — 2nnyBy; Y = 3n;B; — NB — 2By; 3 = C+ 2Cy; g = nyCy — nC.

Expressingr in terms ofw’;;i =X, y, U, V; we have
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ot Qo
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wheréVy = - (o) + @) andW = = (wy + ).
Simplifying and ignoring terms of order greater than twog @an obtain

= (Y+W)
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Taking expectation on both sides @)(one can get the expression of bias as

B(T) =

(3 _ Zk) R { ny (n1 — 2n))\1$2< +n (/\2%% + 9%2«2)) +n ()\25\2/ + 932/(2)) }
X (g —n)?

C2(1+2k { (N1 —n)A1pyx Sy Sx — ne.DYX( Sy (20X (2) }
X (nL—n
A—=2A k

A
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Squaring both sides o) ignoring terms of order greater than two and taking expexta, one can obtain MSE df as

4R2(1— 2k)?

MSE(T) = >

(1+R2K?) A+ (1+8k%) RPBy + (ngB1 +n°B — 2nnyBy)

(R —n)
4R(1— 2K)
(h1—n)
ARK(1— 2K)

(nL—n)

Minimize equation4) with respect tk yields its optimum value as

+2RC; — 2k(RC+2RCy) — (N C; —nC)

— 6R?kB; — 4R? (1—2k) By + (3Rn;B; — NRB — 2R81)} . (4)

Us- (7ks) wa—RB1+ =By — (25) g W

(m—n)®

A+8B1+ 0 — oy, W,

(m—n)

k

Using the above optimum value kfone can obtain thein. MSE of T as

4R%(1— 2kop)”
(. —n)?
(n§By + n?B — 2nnyB1) + 2RCy — 2kop (RC+ 2RCy)
 4AR(1— 2kopt)
(N —n)
ARKopt (1 — 2Kopt)
_|_—
(L —n)

MIN.MSE (T) = | (1+ RPK3,) A+ (1+8Kk3,) RPB1 +

(nCy — NC) — BRZKopt By — 4R (1 — 2kopt) By

(3RMB; — NRB— 2RBy) | . (5)

3 Efficiency Comparison

For efficiency comparison, | have considered the followipgcal cases:
Letk = 1 in equation {), the proposed estimator tends to the ratio estimator as

with mean squared error as

2
MSE (Tr) = | (1+ R?) A+ 9R?B; + izllll—k 2RC; — 2Ryi3 + IR W4 — 6R?By
(n1—n) ng—n
+4R%B; — anjzn l,Uz] (6)

From (@) and @), one can obtain
MSE (Tr) — MSE(T) >0

P I R
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Table 1: Mean squared error (MSE) of the estimators for Population |

Sample Estimator(s) 1/k
sizes 1/2 1/3 1/4 1/5
G';::) =99.99174; cff,:) i Ty 0.11647 | 0.175852 | 0.235233 | 0.294614
= 99.87471; 02, = 400; n, T, 1.028799 [ 1.170743 | 1.312687 | 1.454631
— 9150544 "1-:-[~| = 1000 T 0.004621 | 0.021996 | 0.037643 | 0.052127
— B756597: - n Tz 0.131956  0.203214 [ 0.274471 | 0.345729
~ ﬂ-994916' Pr2) = 500: n, Tp 0.878781 | 1.040114 | 1210447 | 1.38078
- = 1250 T 0.016496 | 0.034835 | 0.051338 | 0.066747
n Ty 0.14234 | 0.221515 [ 0.30069 | 0.379865
= 600; n, T, 0778769 | 0.968028 | 1.157287 | 1.346546
= 1500 T 0.023216 | 0.041699 | 0.058518 | 0.074434
af.,:) = 100.9428; aﬁm f Ty 0.116788 | 0.176486 | 0.236184 | 0.205883
= 100.8224: 02,2, = 400; n, T, 1.03011 | 1.173366 | 1.316621 | 1.450877
— 9.053862; '51(:["| = 1000 T 0.004664 0.02205? 0.037714 | 0.052202
— 8.766538: - n T 0.132237 | 0.203975 | 0.275613 | 0.347251
- 3-995535' Pyx(2) = 500; n, T, 0.880355 | 1.052261 | 1.224168 | 1.306075
- = 1250 T 0.016533 | 0.034884 | 0.0513903 | 0.06G808
n Ty 0.142763 | 0.222361 | 0.301959 | 0.381557
= 600; ny T, 0780518 | 0.971525 [ 1.162533 | 1.35354
= 1500 T 0.023246 | 0.041738 [ 0.058565 | 0.074489
;_',r;:::) = 104.2711; c:fm n Ty 0117218 | 0.177347 | 0.237476 | 0297604
= 103.2349; 62, = 400: n, T, 1.033668 | 1.180482 | 1.327206 | 1.47411
— 8.821278: "'Em = 1000 T 0.004806 0.02%335 0.038131 | 0.05277
_ 8339179 - n Ty 0.132853 | 0.205008 [ 0.277162 | 0.349317
_ 0.9954?2' Pyx(2) = 500; n, T, 0.884625 | 1.060801 | 1.236078 | 1.413154
- = 1250 T 0.016699 | 0.03522 ([ 0.05192 | 0.067539
n Ty 0.143337 ( 0.223509 [ 0.30368 | 0.383852
= 600; ny T, 0.785262 | 0.981014 [ 1.176766 | 1.372517
= 1500 T 0.023432 | 0.04213 | 0.059188 | 0.075361
16R 4R
@ =RA+10RB1 — 245+ Ya+ Ya— Y.
(ng—n) (ng —n)? (nL—n)
Letk =0 in equation 1), the proposed estimator tends to the ratio estimator as
_ X1 X*
T=y <_—5> (_—5> )
X1 X1
with mean squared error as
4R? 4R
MSE (To) = |A+RPB1+ ——— 1+ 2RC1 — Yy —4R%By | , (8)
(n1—n) Ng—n
From @) and @), one can obtain
2RB1 — 2y — 2By 4 By
0<k> (np—n) (m—n) (9)
=Rz 4R 16R
T W2 — RA—8RB;1 — mz‘l—’l
If (7) and @) holds true, the proposed estimator is more efficient estimhanTrandTo.
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Table 2: Mean squared error (MSE) of the estimators for Population Il

Sample Estimator(s) 1/k

sizes 1/2 1/3 1/4 1/5
Jﬁ, 2y = 97.02783; o 2) n 036564 | 044701 | 052839 | 0.60976
— 94,54578: C’;m = 400; m, 1.0831 122032 | 1.37554 | 1.52175

T
I
_ 2280557: a2, = 1000 T 0.10069_| 0.119299 | 0.137114 | 0.154383
_ 25.43263: pyary n Tx 033508 | 0.43273 | 0.53037 | 0.62802
= 500; n, T, 092226 | 1.09772 | 127318 | 1.44864
= 0994546 = 1250 T 0.08940 | 0.10067 | 0.13098 | 0.13076
n T, 031476 | 042326 |0.53175 | 0.64025
= 600; n, Ty 0.81503 | 1.00090 | 1.20494 | 1.3000
= 1500 T 0.08148 | 0.10412 | 0.12595 | 0.147320
iy = 9827616:07,, | n T, 03658 | 0.44734 |0.52887 | 0.61041
— 97.42674: o2, = 400; n, T, 108563 | 123438 | 1.38312 | 153187
_ 23.27837; o2, = 1000 T 0.00062_| 011817 | 0.13695 | 0.15418
_ 24.13829: pyv n T, 033527_| 043311 | 0.53096 | 0.6288
: = 500; Ty 00253 | 110379 | 128228 | 146078
= 0994992 = 1250 T 0.008942 | 0.110545 [ 013082 | 0.15038
n T, 031408 [ 042360 |0.5324 | 0.64112
= 600; n, T, 081841 | 1.01673 | 121506 | 1.41338
= 1500 T 0.08141 | 0.10401 | 0125821 | 0.147195
02z = 960935907, | n T, 036304 | 044362 | 05233 | 060207
— 9471923; o2, = 400; n, T, 108205 | 122722 |1.37238 | 1.51755
_ 2442078; a2 = 1000 T 0.10074 | 0.119482 | 0.137471 | 0.15404
_ 23.03076: po n T, 033304 | 042865 |0.52427 | 0.61988
ososer O = 500; n, T, 0021 | 10952 |12604 | 144359
= 1250 T 0.089500 | 0.11099 | 0.131551 | 0.151611
n T, 03125 | 041873 |052497 | 0.63121
= 600; 7, T, 081363 | 100710 | 120074 | 1.30420
= 1500 T 0.081645 | 0.104555 | 0.126698 | 0.14841

4 Empirical Comparison

To examine the merits of the suggested class of estimatoverTtioe other competitors, | have generated four population
from normal distribution with different choices of paramet by using R language program. The auxiliary information
of variable X has been generated from N(5,10) populatiotis fpe of population is very relevant in most of the socio-
economic situations with one interest and one auxiliarjeide.

4.1 PopulationI:

X=N(5,10);;Y =X+N(0, 1);;y=Y+N(1, 3);;x=X+N(1,3);;N =5000;;
py = 4.927167;;ux = 4.924306;;07 = 1020075;; 07 = 1014117;; 05 = 8.862114;;
0 = 9.001304;;pyx = 0.995059
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Table 3: Mean squared error (MSE) of the estimators for Populatibn Il

Sample Estimator(s) 1/k
sizes 1/2 1/3 1/4 1/5
gz = 102.7504: 07 ) n Tz 0.11848 [ 0.17784 | 0.23721 | 0.29658
= 101.2097; o2, = 400; n, T, 1.02074 | 1.16486 | 1.30899 | 1.45312
= 9.005136; o7y, = 1000 T 0.00727 [ 0.02468 | 0.04039 [ 0.05497
= 88123; poyp = 0995045 | " Ta 0.13318 | 0.20442 | 027566 | 0.3469
i) =500; ny To 0.8732 | 1.04615 | 1.2191 | 1.39205
= 1250 T 0.01844 | 0.03687 | 0.05251 | 0.06908
n Ta 0.14304 | 0.22219 | 030135 | 0.38051
= 600; n, To 0.77484 | 0.96701 | 1.15917 | 1.35134
= 1500 T 0.02471 | 0.04334 | 0.06036 | 0.0765
o}z = 99.55993: 07 n Ta 0.11786 | 0.17661 | 0.23535 | 0.2041
= 99.49764; o2, =400; n, T, 1.01761 | 1.15861 | 1.20961 | 1.44061
=9.233619; oy, — 0 - g?gfi—t EDT{::";B g?}ig:: ggisz;
_ n Tr 132 202 1273 343
= B803872; pyxia) =500; n, Ty 0.86945 | 1.03865 | 1.20785 | 137705
= 0.995314 = 1250 T 0.01809 | 0.03618 | 0.05248 | 0.0677
n Tz 0.14221 [ 0.22055 | 0.29888 | 037721
= 600; ny T, 0.77067 | 0.95867 | 1.4667 | 1.33467
= 1500 T 0.02433 | 0.04258 | 0.0592 | 0.07403
Gyiz) = 105.4334: 02, n Ta 0.12005 | 0.18098 | 0.24192 | 0.30286
= 103.8947; o, =400; n, To 1.02454 | 1.17246 | 1.32039 | 1.46832
_ 9277715 o2, = 1000 T 0.00774 | 0.02551 | 0.04152 | 0.05637
= 0.072151; pyaga) n Ta 0.13506 | 0.20819 | 0.28131 | 0.35444
ooosi0s =500; n, To 0.87776 | 1.05527 | 1.23278 | 1.41029
= 1250 T 0.01893 | 0.03773 | 0.05469 | 0.07057
n Ta 0.14513 | 0.22638 | 0.30763 | 0.3888
= 600; ny T, 0.7799 |0.97714 | 1.17437 [ 1.37161
= 1500 T 0.02521 | 0.04421 | 0.06157 | 0.07504

4.2 Population I1:

X=N(5,10);;Y=X+N(0, 1);;y=Y+N(1, 5);;x=X+N(1,5);;N =5000;;
py = 4.996681;;1x = 5.013507;;0; = 97.12064;;0; = 95.95803;;0; = 23.96055; ;
0y = 24.19283;; pyx = 0.994822

4.3 Population I11:

X=N(5,10);;Y =X+N(0, 1);;y=Y+N(2, 3);;x=X+N(2, 3);;N =5000;;
py = 4.730993;;ux = 4.741928;;0; = 1012633;; 07 = 1002288;; 05 = 9.1025;;
05 = 9.052019;;pyx = 0.995187
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Table 4: Mean squared error (MSE) of the estimators for Population IV

Sample Estimator(s) 1/k
sizes 1/2 1/3 1/4 1/5
'5"_}:-.::) = 103.5361; a';[:j n Tg 0.38862 | 1.04958 | 1.210535 | 1.37131
= 102.1031; o, = 400; n, T, 005469 | 1.06656 | 1.7842 | 1.29029
— 25.31090; 51:_:[23 = 1000 T 0.31}793 1}.3%91]6 0.3?947 0.39939‘_
- 22.84483; pyy = 035223 | " ] Ta 0. .-3531 0.97906 | 0.17222 l_fﬁfs.-
=500; ny To 0.80076 | 0.935 | 1.06924 | 1.20349
= 1250 T 0.23397 [ 0.2903 | 0.32586 | 0.36093
n Tq 07175 | 093211 | 1.14673 | 1.36134
= 600; n, Ta 069814 | 0.8473 | 0.99646 | 1.14561
= 1500 T 0.21752 | 0L25711 | 0.293509 | 0.33448
022 = 103.6790; 02, n Tq 0.89257 | 1.05749 [ 1.2224 | 138731
= 102.7446; %, = 400; n, T, 0.9564 | 1.06998 | 1.18357 | 129713
- 246859 o T o | o ssess 1 rseu | 138
.- n L - - -
= 26.12337; pyaz) = 035223 | _ 50 rj 080281 | 0.03911 | 1.07541 | 121171
= 1250 T 0.25372 | 0.28972 | 0.32493 | 035960
n Tr 0.72276 | 0.04265 | 1.16253 | 1.38241
=600; ny Ty 0.70042 | 0.85187 | 1.00331 | 1.15475
= 1500 T 021721 | 0.25642 | 0.2940 | 033298
;;;,: = 10{:.‘193‘1.;53,::, n Ty 0.2371% [ 1.0467 [1.20621 [ 1.36573
= 99.31665; 02, = 400; n, To 095272 | 1.06263 | 1.17253 | 1.28243
- 2580394 o) = 1000 T 'D.E'I}?IS 033776 1}.36351 0.39677
— 24.50468; pyuz) = 0.35223 n Ty 0.:3413 0.9756 l.lﬁ.-D_l‘ 135844
T =500; n, Ta 0.7984 | 093028 | 1.06217 | 1.19403
= 1250 T 0.25319 | 0.28873 | 0.3235 | 0.3578
n Tq 0.71557 | 0.92826 | 1.14005 | 1.353064
= 500; ny T, 0.69552 | 0.84206 | 0.98859 | 1.13513
= 1500 T 0.21665 | 0.25536 | 0.29336 | 0.33096
Ny N2 Oyi2) O42) 2 %) Pyx(2)
4500 500 99.99174 99.87471 9.150544 8.756592 0.994916
4250 750 100.9428 100.8224 9.053862 8.766538 0.995535
4000 1000 104.2711 103.2349 8.821278 8.339179 0.995472
Ny N2 Cr5(2) Crx2(2) G 1) oy %) Pyx(2)
4500 500 97.02783 94.54578 22.80557 25.43263 0.994546
4250 750 98.27616 97.42674 23.27837 24.13829 0.994992
4000 1000 96.09359 94.71923 24.42978 23.03076 0.99467
Ny N2 05(2) 0x2(2) g o) oy o) Pyx(2)
4500 500 102.7504 101.2097 9.095136 8.8123 0.995045
4250 750 99.55993 99.49764 9.233619 8.805872 0.995314
4000 1000 105.4334 103.8947 9.277715 9.072151 0.995105
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4.4 Population 1V:

X=N(5,10);;Y =X+N(0, 1);;y=Y+N(2, 5);;x=X+N(2,53);;N =5000;;
py = 4.961081;;ux = 4.96178;;07 = 1022408;; 07 = 100868;; 05 = 25.94111;;
0y = 25.03951;; py, = 0.394221

Ny N2 Oyia) Ox2) %G 0 Pyx(2)

4500 500 103.5361 102.1031 25.31099 22.84483 0.394622
4250 750 103.6790 102.7446 24.6859 26.12337 0.395036
4000 1000 100.1031 99.31665 25.80394 24.50468 0.394778

The following points are noted from the above table 1 as:

1.Under population I, there are nine different situatidoseach situation the performance of the proposed estinmato
terms of mean squared error (MSE) is best for different \&bfé& as compared with other estimators.

2.For all situations, with small sample sizes the perforeeant the proposed estimator (T) is always best as compared
with larger samples sizes.

The following points are noted from the table 2:

1.Performance of the proposed estimator (T) under all @iffesituations is best for different values of k among &l th
considered estimators.

2.Itis further noted that for large sample sizes, proposéithator performance better than the other estimators.

3.The MSE of the estimators has increased with the increetbe ivalue of k.

It is envisaged from the table 3 that the performance of tbegsed estimator (T) is best as compared to other estimators
in all situations. Further, with the increase in the valué&,ahe MSE of the estimators also increases. Also, the MSE of

the proposed estimator (T) has increase with the increabe isample sizes.

From table 4, it is envisaged that the performance of the ggeg estimator (T) is better than the other considered

estimators for all the different situations in populatidhFor large values of sample sizes, the proposed estimmabmst

in terms of MSE for different values of k. Also, with the inas® in the value of k, the proposed estimator increases in all
the situations.

5 Conclusion

In this paper, we have considered the situation when themensresponse and measurement error on study as well as
auxiliary variable for estimating the population mean & gtudy variable under double sampling scheme. Based on this
situation, | have proposed estimator and studied its ptisdan terms of bias and mean squared error. Comparisoreof th
proposed estimator with other estimators also obtaineéofiétically, conditions have been obtained where the mego
estimator performance better than the other considergdadsts. Next, | have considered the simulated data foefit
situations in different four populations. It is shown in sex 4 of the paper that the performance of the proposed atdim

is best among the other estimators for all different siarati So, | recommend the proposed estimator for the situatio
where both the non-response and measurement error is poesstiudy as well as auxiliary variable when the population
mean of the auxiliary variable is unknown.
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