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Abstract: In Statistics, an outlier is an observation point that igadisfrom other observations. Usually, the outlier is reetbfrom
the data set for further analysis as a consequence the degfréeedom is lost. The variance has a central role in $igislt is
extremely affected by the outlier. This paper propose thefoemula for computing the variance called weighted vac@that are not
unduly affected by outliers. Thus, this paper suggestsddhesproposed variance (weighted variance) in the pressrmelier in any
field of study.
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1 Introduction

The term variance was first introduced by Ronald FisBEn[his paper entitledhe Correlation Between Relatives on the
Supposition of Mendelian Inheritance. Kagan and Shepf] stated that the second moment of a random variable attains
the minimum value when taken around the mean of the randoiablkar The variance has a central role in Statistics. It
is used in descriptive statistics, statistical infererggothesis testing, goodness of fit, Monte Carlo samplingragst
many others. This makes it a central quantity in numerouddislich as physics, biology, chemistry, economics, and
finance. The variance of a data set is calculated by takingutiemetic mean of the squared differences between each
value and the mean value. Squaring the difference has sovaatages like (i) squaring makes each term positive so that
values above the mean do not cancel values below the méasgaring adds more weighting to the larger differences,
and in many cases this extra weighting is appropriate singggfurther from the mean may be more significant and so
on.

An outlying observation, or "outlier” is one that appeardi&viate markedly from other members of the sample in
which it occurs (see GrubbS§]). The arithmetic mean is extremely affected by outlier aoasequence variance also
affected by outlier. Usually, the outlier is removed frone tiiata set for further analysis which reduces the degrees of
freedom. HossaiM] proposed a formula for computing mean in the presence d¢itoutie shows that the proposed mean
is less affected by the outlier. Here, his proposed meareid tesdefine the weighted variance. The main aim of this paper
is to propose the new formula for computing the variancedalleighted variance that are not unduly affected by ostlier

2 Methods
2.1 Variance

The variance or standard deviation (positive square rogagance) is the most commonly used and readily understood
measure of dispersion. It is used to measure the variabfléydata set. Variance is defined as the squares of deviations
given observations from their arithmetic mean.Symbadljcélwe have a data set containing the values, X3, ..., Xn.

The variance is defined by the formula

n - ¥\2
§ _ 2I=1()r(|1 )z) (1)

_ 5D x
Where,x:z':Tlx‘.
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2.2 Proposed Weighted Variance

This paper propose a formula for variance which is calledyiveid variance and is too much less affected by the outlier
compare to the well-established variance. It is supposatigdhdata set having an outlier and containing the values
X1,X2,X3, ..., Xn. Among them it is assumed that it contains at least one ostig x,. The proposed formula for variance

is given by,

ik — Xw)?
S=S= @)
where Xy, = Z—Pﬁ_llw—v'vf' Wi = ﬁ xrepresent the arithmetic mean is defined by the formt;daz'n_:n—lxi. Here x is proposed
by Hossain4].

3 Results and Discussion

To compare the result of the well-established variance thigiproposed variance we consider three data sets eachatf whi
contains 49 observations that are generated from diffelistributions and one observation (outlier) is added aitillly.
Here, we generate 49 observations from Binomial (49, 0@Bjform (0,100) and Normal (50, 100) respectively. The
generated observations and an added outlier are given ie Tad’ he 50th observation considered as outlier for each
distribution.

Table 1: Generated observations from different distriamgiwith an outlier

Serial No.| Binomial | Uniform | Normal | Serial No.| Binomial | Uniform | Normal
1 36 36.055 | 65.416 26 38 59.468 | 46.103
2 42 29.984 | 59.737 27 34 85.418 | 44.038
3 36 67.675 | 50.307 28 34 54.772 | 44.567
4 36 37.919 | 45.066 29 35 75.176 | 58.908
5 37 1.9990 | 38.710 30 37 68.358 | 38.024
6 34 61.043 | 47.740 31 43 56.240 | 46.753
7 37 52.858 | 55.693 32 31 48.454 | 46.483
8 39 52.171 | 57.713 33 35 79.766 | 60.575
9 36 35.176 | 61.770 34 37 85.357 | 43.432
10 43 77.667 | 50.191 35 37 49.852 | 38.755
11 33 22.694 | 63.309 36 34 23.072 | 53.67
12 36 79.055 | 39.600 37 33 21.796 | 36.458
13 41 58.843 | 55.999 38 37 64.937 | 38.388
14 39 53.291 | 55.654 39 35 84.121 | 48.935
15 38 77.233 | 43.285 40 37 31.114 | 75.84
16 41 7.3150 | 54.314 41 33 75.481 | 54.516
17 32 90.002 | 42.977 42 41 39.402 | 50.239
18 37 37.150 | 60.200 43 37 47.349 | 53.661
19 37 18.049 | 40.246 44 33 2.0510 | 33.834
20 36 34.449 | 67.435 45 43 19.254 | 55.487
21 35 79.604 | 46.795 46 40 22.889 | 53.505
22 29 96.182 | 36.075 47 41 98.737 | 26.671
23 39 35.002 | 51.375 48 35 3.4700 | 47.086
24 36 68.834 | 49.785 49 35 64.858 | 46.578
25 37 18.549 | 54.949 50 1000 1000 1000

Now, mean and variance is computed for the 50 observatiarikéadata sets using the formulg @nd @). Avoiding
the outlier for the three data sets considered in this paperdn the basis of 49 observations, mean and variance also
computed here. Finally, all the results are presented iteTab

The generated data sets given in Table 1, having the minimaloe\29, 2 and 26.67 for the data set comes from
Binomial, Uniform and Normal distribution respectivelyn laddition, the maximum value of these data sets (49
observations) are 43, 98.74 and 75.84 respectively. Adiljcan outlier1000 has been added in each data set. Now, in
case of Binomial distribution, the mean and variance for d€eovations are about 37 and 10 respectively whereas for 50
observationsi.e., in the presence of outlier they are afymately 56 and 18569. Here, it is observed that the varigce
extremely affected by the outlier whereas the propose@nee gives the result about 20 which is closer to variance of
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the data set excluding the outlier. For the other data detsesults are looking same. Thus, it is may conclude that the
usual variance is very much affected by the outlier whereaptoposed variance is less affected by the outlier [Taple 2
Table 2: Results of three data sets

Statistic Binomial | Uniform | Normal
Minimum (for 49 observations 29 2.00 26.67
Maximum (for 49 observations 43 98.74 75.84
Outlier 1000 1000 1000
x (for 49 observations) 36.67 50.82 49.73
X (presence of outlier) 55.94 69.80 68.74
*w (presence of outlier) 37.60 65.47 57.24
St(for 49 observations) 9.81 699.43 92.22
S (presence of outlier) 18569.57| 18704.19| 18150.54
S (presence of outlier) 20.16 42.36 26.95

4 Conclusion

This paper compares the results of proposed variance to ¢lieegtablished and most frequently used variance in the
presence of outlier. The results of the three data sets a@eresi in this study reveal that the proposed variance is less
affected by the outlier than the usual variance. Thus, thigepsuggests to use the proposed variance (weighted e@yian
in the presence of outlier in any field of study.
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