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Abstract: In this paper we studied the existence and uniqueness piegpef solution of a fractional order differential equatisubject
to nonlocal boundary constrains in the form of multi-poisubdary conditions. The problems are highly nonlineartfoaal order
system of differential equations. The system under consiid® is a more general form and many systems of the afaresaa are a
special cases. By using the classical fixed point theoremhgamtraction mappings, we develop sufficient conditiongtviguarantees
existence unique solutions of the system. Finally, we destnate our main results by providing two examples.
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1 Introduction

In the last few decades the fractional calculus attractedattentions of many researchers of various disciplineb suc
as mathematics, physics computer science as well as enigige€he reason behind this popularity is the wide range
of applications in many real world problems. The studiesrattional calculus devoted to the analysis of fractional
differential equations (FDES) is of special importancetiLies applications in many scientific and engineering gilces.

For detail studied we refer the reader to stutly?[3,4,5] and the references there in. In last few years many auttawe h
studied the existence of unique of solutions of initial aedrtinal value problem for FDEs, see for exam@¢r[8,9,

10]. FDEs subject to nonlocal conditions are recently beingétigated by many authors, for example Shah et §|.[
investigated the existence property of solutions nonlé€Es. Mathematical model of FDEs plays important rolls in
modeling system having hereditary properties. FDEs rélatenodeling Memory characteristic of various materiald an
genetical problem in biological studies are more relialsle@nmpare to integer order differential equations, foritlstee
[12,13,14,15,16] and the reference there in. It has been investigated tstgisyof boundary value problems for FDEs are
involved in numerous phenomena and models of physics, dydod psychology. Due to these reasons, researchers are
taking interest in the study of FDEs especially there codiglestems. For example, when we mobilized human behavior
and nature in the form of mathematical model will led us to apted system of FDEs. For such type of application see
[17,18,19,20,21].

The above applications motivated our interest to the stddyDies and we consider coupled system FDEs subject to of
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m-points boundary conditions of the form
DG u(t) = f(t,v(t), DPv(t)),
Df, v(t) = g(t,u(t), Du(t)),

u(0) =u(0) =--- =u"2(0) =0, Du(1) = r_nzlz)\iD‘su(ni), )

v(0) =V (0) =--- =Vv("2(0) = 0, DYV(1) = rzzaov\/(a),

where0< N1 <Ny <---<Nma2<10<& << <éna<l,

wherea, € (n—1,n], y,0 € (0,1] andD0+, Df represents the Riemann-Liouville fractional derivativeera, 3.

Ai, & € (0,) and are defined such th@ )\lr],"’ o-lo, Z dEB V=1 < 1. Furtherf, g: | x Rx R— Rare assumed non

linear functions. Existence and unlqueness of solutloeseatabllshed by using classical theorems like Leray-Sidrau
and Banach contraction mapping.

The rest of the article is organized as follows; In Sectioadine basic notations and definitions are presented which
are necessary for our further investigation. In Sectiom& nhain finding of the research is presented. In Section 4esom
test problems are investigated, and the last Section iste@&to a short conclusion.

2 Preliminaries

In this section we recall some basic definitions and restdis ffractional calculus and fixed point theory and functiona
analysis [].

Definition 1.The Riemann-Liouville fractional integral of orderc R* of a function ye c((0,),R), is defined as

t
1
lo4¥(1) T T(a) / 9 (s)ds
0
wherea > 0and/l” is Gamma function.

Definition 2.The fractional derivative of a continuous function(®, ) — R in Riemann-Liouville is defined as

O e € )O/t 979 Yy(s)ds

where n= [a] + 1 and[a] represents the integer part of.

Lemma 1The FDE of orderr > 0
DY%(t)=0,n—1<a<n,

have a unique solution of the fornity= 51" ; it ", where¢c R i=1,2,3,--- ,n,n=[a] + 1.

Lemma 2.The following relation holds true for FDEs

19D%y( +Zlc.t°’ "

forarbitrary ¢ e R, i=1,2,...nn=[a]+1.
Let us introduce the spaceskE; = {u(t) : ut), DY) € C"([0,1]),0 < g < 1} and
E, = {v(t) : v(t), DPv(t) € C"([0,1]),0 < p < 1} whose norm are defined by

[l = madteioy [u(t)] + maxcpq [DIU()], [Vl = maxcp [V(t)] + maxeoq [DPV(t)] respectively. Then obviously
(Ex,|lul) and (Es, ||v||) are Banach spaces. Also the product spdgex Ex, ||(u,v)||) is Banach space, whose norm is
defined byj| (u,v)|| = max{||ul|, |v]|}.
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3 Main Results

In this section our aim is to establish the existence cétefia unique solution of the coupled systeth (Ve start our
analysis by establishing various important concepts.

Lemma 3Let @(t) € C([0,1],R), then the unique solution of the problem
D%u(t) = f(t,v(t),DPv(t)) = @(t),0<t<Ln—1<a<n,
n-2) 5 JEC (@)
u(0) =u (0)=---=u"2(0) =0, D%u(1) = Z)\iD uni),0< d <1,
i=

m-—2
where 0 < N1 < M2 < - < Nma2<21and 0< A < 1i=12.m-2 5 An®%?t<1is gven by
i=1

1
ut) = [Gq(t,s)@(s)ds where G (t,s) is defined as
0

_q)o-1 a-1 m-2
S o s | M -9 %t amge o]

S<t, N <S<Migi=12.m-2

Galts)=q o 3)
o\ 0—0-1 a—0-1
MNa+21)(a—-90)4A Zi)\ S —(1-9) 1
t<s n<s<ni,i=212.. m-2

Proof From Lemma 24 and from ), we conclude that

u(t) = et T et 2 et 191, (4)
usingu(0) = u'(0) = --- = u(™2(0) = 0, we getc, = c3 = --- = ¢, = 0. Then equation4) may have the following
form ut) = cit T 1%(t), (5)
from which we can write
Dou(t) = cl(gi"_é)t”u 193 (),
Zi)\ |:Cl na 51, a- 5(0(“')}

cl%ﬁ" Sp(1)=c1 21)“”'6 1y zi)\l" So(ni)

R TR 5 [Z)\./ I~ 990 1g(s) 0/11 sa5l¢()d]

whereA; =1— 5 )\-r]-"’*‘S*l.
2N
Thus 6) becomes

u(Uz%/t t—9)% lo(s )ds+( [Zl / Sk 51<D(S)ds]
0

(6)

Il
o—_
%

This completes the proof.
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In view of Lemma3, our considered coupled systeft) (s written as a coupled system of Fredholm integral eqnatas

1

u(t) = /Ga(t,s)f(s,v(s),Dpv(s))ds
° )

v(t) = /Gﬁ(t,s)g(s,u(s),un(s)).
0

Further, we use these notations
1 1
Gg = SURcpoy g Ga(t,5)|ds Gj = SURc(o g Gp(t,s)[ds
Lemma 4 Assume that ,§y : [0,1] x R? — R are continuous functions. Thén,v) € E; x E; is a solution of BVRY) if
(u,v) € E1 x Ep is a solution of systerty).
Prooflf (u,v) € E; x E is a solution of BVP ), then in view of Lemma3 (u,V) it is also a solution of the integral

equationsT). Conversely letu,v) satisfies 7), usingD?t® X =0,k=1,2,...,N, N is integer part otr as ing], we have

t
Dou(t) = D [%a) 0/ (t-9)° *(su(s).DPv(s)ds]

o1 (mﬁzA- /n (M —9)~°"1(s,v(s),DPv(s))ds
(a—08) (a+1)4; i; .0 | o

+D°’[

_ /1(1 —9)9 %1 (s v(s), Dpv(s))ds)}
0

Dau(t) = D° 19 ot e LN TR DPv(s))d
= D°u(O) =D 1700 + g (5 .O/m.—s) (5.v(9): DPV(s))ds

1
—/(1—s)"*‘s*lf(s,v(s),Dpv(s))ds)}
0
= D%u(t) = f(t,v(t),DPv(t)),

and similarlyDPv(t) = g(t, u(t),D%(t)).
Further it is easy to verify that(0) = 0,u/(0) = 0,...,u"?(0) = 0,D%u(1) = mizx\iD‘su(ni),
i=1
V(0) = 0,V/(0) =0,...,v""2(0) = 0,D"V(1) = Efaov\/(a).
DefineT : E; x Ex — Eg x Ex by T(u(t), v(t)) = (Tav(t), Tou(t)), where
flGa (t,s)f(s,v(s),DPv(s))ds
9 8
J Gg(t,s)g(s,u(s),Du(s))ds
0

Then by Lemma solution of the BVP {) are the fixed points of the coupled systeBh¢f operator equations.
Let one of the following hypothesis holds:

(A1)There exist, b € R"U{0} and 0< 6,v; < 1,i =0,1,2 such that
[f(t,u,v)| < ao(t) +au|ul® +az|v|®% and|g(t,u,v)| < bo(t) + by|u"t + by|v| 2.
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(Az2)There exist;,d; € RT U{0} and@,v; > 1(i = 1,2) such that

[f(t,u, V)] < calul® +c2v %2, [g(t u,v)] < dufu]** +dafv]*2.
For convenience we use the following notations:

i

1 m-2 a-56-1
/1 SG q— 1 dS+ zi/\ (r’ S) ()ds
0

Ky = /|Gats 9lds+ - a e a

; (1- 50’51 (s)ds
+ |/ ata
0

— )M
1
B B-p-1 (& —9)F Vlbo( s)ds
Kz_/|GB(t,s)ao(s)|ds+ 0/1 5P~ Thy(s)ds+ Zld/ .
1
(1- sﬁ Y-1ao(s)ds
+o/ r(B—pay’
A= - L SR 2
I'(a+1) Ma)a—90)241 a—q+1 Aa(a—90)%r(a—q)’
1 1 1 2
B T FBB v Bopri BBB- VT B-P)
(A3)|Ga (t,S) - GG(T75)| < Ga,c,d,e(tv T)v where
m-2
B )\i(ni _ S)or—c‘i—l_ (1_ s)a—é—l
_(@-1)(c-9°2 ool &
GC{,C,d,E(S) - ,—(a) - (a_ 1)d z I—(a)(a — 5)Al
(a 1ea 2 i _ )a=0-1_ 1 0-0-1
o @, <Z)\ S) (1-5s) )
and|Gg(t,s) — Gp(1,9)| < Ggcqelt, T), where
s _g)By-1_ 1_g)B-v-1
_(B-1(-9P? L &m0
Gocadls) =g — (-1 rBIE— 5

*%(Zd . S)M)

Theorem 1Assume that,g: | x Rx R— R are continuous and the assumpti@qa) holds. Then BVR1) has at least one

solution.

Proof Assume thaf,g: [0,1] x Rx R— Rare continuous and defined

B={(uVv)|(uv) € Bt xEa, || (uv) |[<2,t €[0,1]},

where

1 1 1 1
max{ (3Aa) T4, (3Aa) %, (3Bby) TV1, (3Bhy) T2 ,3K1,3K2} <Z.
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ObviouslyB is the ball in Banach spad¢& x E;. Now we will prove thafT : B — B, for this we consider

1

1
Tav(t)] = /Ga(t,s)f(s,v(s),Dpv(s))ds‘ g/|Ga(t,s)||f(s,v(s),Dpv(s))|ds
0

0

1
g/|Ga(t,s)|[ao(s)+a1%91+a2%%]ds

0
1 1
_ / IGa (t,5)a0(s)|ds+ (a1 +a2%92)/|Ga(t,s)|ds
0 0

1
! 1 1
< [ lestanislest (s ) (Fero* raroe=orm):
Also, we have
tdfl
Du(t) = D91 F(t,v(t), DPv(1))] + Dq[(a T 1)41} x

m—2 i 1
( zi A /(m —5)9-3-1f(s,y(s), DPy(s))ds— /(1—s)“—é—lf(s,v(s),Dpv(s))ds)

=10 0

I (o)ta—a-1

= 1979 (t,v(t),DPv(t)) +

Fa—q)(a—d)a(lad; .
1

m-2 n
( Zi A / (ni — )52 (s,v(s), DPV(s))ds— / (1—5)“‘5‘1f(s,v(s),Dpv(s))ds).
=0

0

Thus, one can get

ta—q—l
X
I(a—-ag)(a—9)M

1
a—q)

-

t
/ (=9 91 (sU(9), DPY(9)ds+ —
0

1
(Ni —9)% % 1f(s,v(s),DPv(s))ds— / (1—9)9"%71f (s v(s),DPv(s))ds| .
0

M 7
_>._,N
O —2s3
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Which implies

t
IDITyv(t)| = ‘ 1_ 2 /(t—s)“*q*lf(s,v(s),Dpv(s))ds
0

Ia

tC{ -1

(1—8)7 51 (sv( ),Dpv(s))dsH

O\H

IN
-

t
1_ ) /(t —9) 9 9 Yag(s) + anZ2% + a,%%)
0

T al (a—q)(a— 541[ Z\)"/ i —9)9 % Yag(s) + an#® + ap#%)ds

(1—9)9%Yag(s) + a1 #% + azﬁez)ds]

_|_
o—_ .

1 1 m-2 i
a-q-1g, i _qa-o-1
O/ (1-9) )ds+ ar@—q(a—0)h [ i; )\.O/(m S) ap(s)ds

(Z% +ap#®%) (a1 %%+ a,7%) (2)
MNa-g+1) al (a —q)(a—9)2A

= |DITyv(t)] <

(1-9)° 0 ag(s)dg] +

_|_
o—_ .

m-2 i

ar (a —q)l(a “3) [ i; Aio/(” -

= [DY9Tyv(t)] (1—9) 9 1g, (s)ds+

o\r—\

1 2
l'(or—q+1)+al'(or—q)(a—6)2A1 '

(197 Tag(9)ds] + (2’ + 8p%2%)

_|_
o—_ .

Thus, we have

w|N

% R
| Tav || < Ky + (212 + ax%%)A < +t3tg =2 (9)

Similarly, one can get
[Toul| < 2. (10)

Therefore||T (u,v)|| < Z. SinceTyv(t), Tou(t), TyD9v(t), T.DPu(t) are continuous offD, 1]. Thus, we havd : B — Bis
also continuous aé,g Gq(t,s), Gg(t,s) are continuous.

Now for any(u,v) € B, lett, T be such that < t and let us taks,d € (t, 7) whent < sande e (t,7) whens<t. Then in
view of Mean value theorem, we have

1
ITav(t) — Tov(T)| = /|Go, (t,5) — Ga(T,9)||f(s,V(9), Dpv(s))|d3{

0

1
< /|Ga (t,5) = Ga(1,9)|f(s,v(s),DPv(s))|ds
0

: / Ga caelt —T)(20(s) + a1 %™ +a:%%)ds
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whereGq ¢ 4.¢(S) is already defined ifAz). So, we have

1
[Tav(t) — Tav(T)| < (t—T) /Ga,c,d,e(ao(s) +a . #% + azz%ez)ds
0

t T
IDITyv(t) — DITyV(T)| < ﬁ 0/(1_ 900 Tag(S)ds— O/(T g taeds
M (t9-9_ a9 4 (to-a-1_go-a-1

a—-q+1 orl‘(or—q)(or—é)Al><
m-2 i 1
Ai [ (ni—9)% % tag(s)ds— [ (1—5)9 % tay(s)ds|.
bRy / ]

Similarly
1
ITou(t) — ToU(T)| < (t— 1) / Gp.cq.e(bo(S) + by + by222)ds
0
and
t T
1 B—p-1 a—qg-1
IDPu(t) ~ DPTu(r)| < s O/(t—s) P bo(s)ds—O/(T—s) 1y (s)ds
(iR +R?2) 5 o g p (tB-p-1_gf-p-1y
a—art T T BrEo B

[mzz 5 j (& — 9)PV~1py(s)ds— /1 (1—s)B‘y‘1bo(s)ds].
=10 0

Clearly when t — 1 then |Tiv(t) — Tav(r)] — O, IDITyv(t) — D9Tiv(t)] — O and
[Tou(t) — Tou(T)|, IDPTLU(t) — DPTLu(T)| — 0. By ArzeH Ascoli's theorem, it follows thall : E; x E; — E; x Ez is
completely continuous operator. Thus by Schauder fixedtplogoremT has at least one fixed point Biwhich is the
corresponding solution of Coupled systehh (

Theorem 2Assume that g : | x Rx R— R are continuous and {fAz) holds. Then BVR1) has at least one solution.
ProofProof is similar to Theorert, so we omit it.

Theorem 3Under the continuity of ,fg and if the following assumptions hold:
(A4)There exist constant K,L such that for each [0,1] and for all wu,v,v e R
[F(t,u,v) — F(t, GV < K[Ju— 0]+ v—V]
and
|g(t,u,v) —g(t, U,V < L[Ju— U]+ |v—V]];
(As)If max{p1,p2} < 1, where

1 1

P1=maX{ZGZK7(,-(a_q+1) P Fla—qala—d)(a—s-1)

)2K}

1 n 2L
(B—p+1) TF(B-pBB-yB-y-1

p2 = max(2G)L, (= )}

Then BVR1) has unique solution.
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Proof Assume thatA), (As) hold and let us consider

1 1
() =T < [ [Galt.9)f(s:v().DP(s) ~ [ 1(s ¥1s).DPV(s))[ds
0 0

1
<supK [ |Gq(t,s)|[[v—V]+|DPv—DPVJds
ted
0

< 2KG; || V-] .
t

|DITyv(t) — DITyv(t)| < %q) /(t — )91 f(s,v(s),DPV(s)) — f(s,V(s),DPV(s))|ds
0

ra

Alar(a ICE (ZA./ (m -9 1 f(s (s >,Dpv<s>>—f(s,v7s>,Dpv7s>>|ds>

SO S~ 8 Lo
“lNa-q+1) Aol (a—q)(a—9)?
1 1 _
q —_ DY < — .
= |DITyv(t) — DITyv(t)| < <l’(a—q+1) +Alal'(a—q)(a—5)2) 2K [v—V]||
Now
[ Tov—Tav || = max{|| Tov — Tav ], || D9Tav(t) — D9Tav(t) ||}

1 1
< *
< max{2GqK, <I‘(a—q+1)+ Fa—qala—d)(a—s-1)
= Tiv—Tv| < pr|[v—V]
and similarly
| T2u—Tou| < p2|u—ull.

) 2K} | v—7]

Now

[ T(uv) =TV [[<p | (uv)— (V)|

wherep = max{p1,p2} < 1
ThusT is contraction. Hence by Banach Contraction principleas a unique fixed point which is the unique solution of

BVP (1).

4 lllustrative Example

Example 1Consider the problem

Now
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now by Theorent, the existence of solution fd = 3,6, = £ andv; = %,v, = % is obvious.

3 1
AlsoK = 256,L 256,0{— B:§,6:y:§

G, = sup /Gatsd —028199Gl3—028199
te[0,1]

p1= max{.0022 0.0156} = 0.0156< 1, p, = 0.0156< 1.

Hence by Theoreri, BVP(1) has a unique solutions.

Example 2ZConsider the problem

9 6 1
D2u(t) = (T) [(v(t))?+ (D2v(t))?], 0<t < 1,
Dev(t) = (3)2[(u(t))2+ (D2u(t))?], 0<t <1,

u(0) = U'(0) = u'(0) = 0, D3u(1) = -i%D%u (%) ,

v(0) = V(0) = v'(0) =0, D2v(1 le ( .)~

Now 6; = 6, = v; = v = 2> 1. By simple calculation, we can obtain thaqt< ,b1 < 5. Thus by the use of Theorem
2, one can easily show that BVR)( has a solution.

Conclusion

Fixed point theory plays a vital role in investigation of FRBNith the help of the some fixed point theorems, we
successfully developed some conditions which guaranteesxistence of solutions and uniqueness of solution of the
problem under consideration. The main result is demorestriay various test problems. Application of these theorems
and investigations of high order fractional order diffefahequations subjected to more complicated type boundary
constrains specially nonlinear boundary conditions alleastopen problem and lies in the domain of our future work.
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