J. Stat. Appl. Pro5, No. 2, 311-320 (2016) %N =¥\ 311

Journal of Statistics Applications & Probability
An International Journal

http://dx.doi.org/10.18576/jsap/050212

Some Improved Estimators for Estimating Population
Variance in the Presence of Measurement Errors

Sheela Misra, Dipika Kumari* and Dharmendra Kumar Yadav

Department of Statistics, University of Lucknow, Luckndnglia 226007

Received: 13 Dec. 2015, Revised: 15 Apr. 2016, Accepted: 292016
Published online: 1 Jul. 2016

Abstract: In this paper the problem of estimating finite populationaace under measurement errors is discussed. Some esgmato
based on arithmetic mean, geometric mean and harmonic nnel@n mneasurement errors are proposed. Biases and meaa sqoas

of proposed estimators are calculated to the first order pfeegmation. A comparative study is made among the usualased
estimator, usual ratio estimator and Kadilar and CingiQQestimator. Hypothetical study is also given at the enthefpaper to
support the theoretical findings.
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1 Introduction

Generally in statistical analysis it is assumed that olzt@mns are recorded without any error. However, in practice
this assumption may not be true and the data may be influencethsurement errors due to various reasons, Cochran
[1], Sukhatme et. alg] and Biemer et.al. (1991)]. When the observations are influenced by measurementetren
the estimates of population parameters (Mean, Varianda| &tc.) based on that values leeds to the incorrect egsnat
So the study of these effects is essential.

Measurement errors are generally taken as the differentgebr true and observed values on any desirable
Characteristic. Measurement errors are generally takemoasally distributed with mean zero implies that average
effect of measurement errors on respondents answer is deapterl by Robert M. Groves(Measurement Errors in
Surveys)f]. But it will increase the Variability, so estimation of efft of these errors needs attention. Many authors
including Das and Tripathi (19782], Srivastava and Jhajj(198@)j, Singh and Karpe (2009, [13],[14] and Diana
and Giordan(2012}, studied the effect of measurement errors on estimatigmopfilation parameters. In the present
article we study the estimation of finite population variaintthe presence of measurement errors.

2 Notations

Let us consideY andX are the study and auxiliary variables defined on a finite patpriU = (Uy, Uy, ........ Un) of size

N and a sample of size n is taken by simple random samplingwitteplacement(SRSWOR) on these two characteristics
Y and X. Here it is assumed thgtandx; are recorded instead of true vallg¢sandX; respectively. The observational
errors /measurement errors are defined as

U =VYi—Y (1)

Vi =X — X )

* Corresponding author e-madipikascholar@gmail.com

(@© 2016 NSP
Natural Sciences Publishing Cor.


http://dx.doi.org/10.18576/jsap/050212

312 NS 2 S. Misra et al.. Some improved estimators for estimating...

u; andv; are random in nature with mean zero and different variaogesnd 62 respectively. It is assumed thafs and
Visare uncorrelated althougtis andX/s are correlated. It is also assumed thgtandv;s are uncorrelated with’s and
X/srespectively.

Let (uv,ux ) and (2,07 ) are mean and variances ¢f,X) ,i.e, study and auxiliary variableg. is the correlation
coefficient between X and Y. Lgt=15" ,y; x= 25" % be the unbiased estimators of the population meanand
Hx respectively.

1 0 2
S=r=7 2=V

and

are the expected valuessifandsﬁ under measurement errors are
— 2 2 [— 2
E(s9)= o¢+0Z andE(s5)= o} + oy
Let error variances? and g2 are known a prior than unbiased estimators of populatioianee under measurement
errors are

Now, let us define

Ay
E() = Y
' A
B =2
5-1
E(ee1) = ——
n
Where,
2 0-3
Ay— y2Y+y2u 2+2(1+_Y2)
2 0-2 )
A= V2x+V2v—2+2(1+ avz)
X
_ H22(X,Y)
0%0%
Yor = Boz —
B2z = Haz/ (U3,)
and
trz=E(z — t)%2=X,Y,U.V
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H2(XY) = E{(% — px)2(Y — tv)?}
And

2
__ Ox
O')% —Cx

The usual unbiased estimator of the population varianckeo$tudy variable Y under measurement errors is defined
by

to =&y (3)
1 2 2
= nTli: Yi—y)
Bias(tp) =0 4)
A
MEE (to) = oy~ (5)
Isaki (1983)p] estimator under measurement errors
2
_ 22 ( 9x
w=3(3) o
. os
Bias(t;) = FY (1+Ac—0) (7)
O-4
MSE(ty) = %(2+Ay+AX—26) (8)
Kadilar and Cingi (2006a§j] estimator under measurement errors is
~ 0'2 —Cx
ty =62 [ -2 ) 9
= ©)
. 0
Bias(ty) = %B(l—k BA«— 0) (10)
4
o
MSE(tp) = FY [Ay + B?A— 2B(3 — 1)] (11)
where,
__ &
B= 02 —C
X X

3 Suggested Estimations

3.1 The Estimator Based ontg and t;

Taking the arithmetic mean (AM), geometric mean(GM) andr@ric mean(HM) of the estimatotgandt; we get the
following estimator of the population variance under meament errors respectively as

1 oy fo
1
1 . 0-2 2
= o = ¢ ( %) 3)
X
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2 262
=57 =—% (14)
6Ty 1+%
0 1 O')%
The biases and mean squared erroitg,af andts up to first degree of approximation are given by
0-2
Bias(ts) = 2—; [Ax — (6 —1)] (15)
O-2
Bias(ty) = 8—; [3Ax —4(6 —1)] (16)
0-2
Bias(ts) = 7L [Ax—2(5— 1)] (17)
%
MSE(t3) = MSE(ts) = MSE(ts) = E[AX +4(Ay — (0—1))] (18)

3.2 The Estimator Based ontg and t;

The estimators of population variance under measuremensdrased on arithmetic mean (AM), geometric mean (GM)
and harmonic mean(HM) of the estimattggndt, are respectively defined as

_to—l—tz_aj O')%—Cx
o= == {1 52 Cy (19)
t7 = (toty) ? = 62 ox —x|* (20)
7= (lol1)2 = Oy 52— Cx
2 262
t8 = 1 1 = a'zy—Cx (21)
W o
The biases and mean squared errottg,df andtg up to first degree of approximation are given by
o2
Bias(tg) = 2—; [B*Ax —B(6—1)] (22)
: Bo?
Bias(ty) = 5 [3BAx —4(6 - 1)] (23)
. Bo?
Bias(tg) = . [BAx —2(5— 1)] (24)
4
MSE(t) = MSE(t7) = MSE(tg) = %[4/0\\( +B{BAx —4(5—-1)}] (25)

3.3 The estimators based ont; and to

We proposed the following estimators of population vareabased on arithmetic mean (AM), geometric mean (GM) and
harmonic mean (HM) of the estimatdisandt, are respectively defined as

1 67 [0 0F—Cx
t :—t t = —~ | =& ~ 2
9 2(1+ 2) 2 |:O—)% O_X2_CX ( 6)
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1
1 Ox UZ—CX 2
tio= (itp)2 = 62 X 27
o=t =3 (5) (=) @)
262
2 y (28)

t = = = =
1 l+i G><2 + o>%7CX

The biases and mean squared errottg,dfo andty; up to first degree of approximation are given by

Bias(ty) = (1%'?03 [1+ (14 B)Ax— 9] (29)

Bias(tio) = 6—2 [41Ax — 32(1+ B)(5— 1) (30)

Bias(tyy) = “*T?UYZ [4+ (14 B) — 49 (31)

MSE (tg) = MSE(t10) = MSE(t11) = 4—4 [4Ay + (14 B){4+ (1+B)Ax— 40} (32)

3.4 The estimators based on t, t; and t3

We define the following estimators of population variancedubhon arithmetic mean (AM), geometric mean (GM) and
harmonic mean (HM) of the estimatdgst, andts (to the first degree of approximation) are respectively as

"2

o 1 UX C)(
tio= §(to+t1+t2) 3 [1-1— 6)(2 + CXj| (33)
2 2 C %
1 ~2 UX UX — UX
= 3 = 2 s WA
t13 = (totat2) y [( = %) ( 52— Cx ﬂ (34)
3 365
t14a = (35)
The biases and mean squared errottg0f;3 andty4 up to first degree of approximation are given by
o2
Bias(tyo) = 3— Y (14 B)[1+ (1+B)Ax— 9] (36)
O-2
Bias(ti3) = 9—; (14 B)[3+5(1+ B)Ax — 39] (37)
o2
Bias(tys) = g—Y (14 B)[3+ (14 B)Ax— 39| (38)
ol
MSE (t12) = MSE (t13) = MSE(t14) = 9—; [9Ay + (1+B){6— (1+ B)Ax — 63}] (39)
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4 Efficiency Comparisons

The efficiency comparison of, to, t3, 4, ts, tg, t7, tg, to, t10, t11, t12, t13 @andty4 with respect tdg respectively are given by

MSE(t;) — MSE(to) < 0
4 4
0—nY(2+AY +Ax —20)— %AY <0

26 —Ax > 2 (40)

MSE (t,) — MSE(to) < 0 % [Ay + B?Ax — 2B(8 —1)] — %Ay <0

26 —BAx > 2 (41)

MSE (t3) — MSE(tg) = MSE (t4) — MSE(tg) = MSE(t5) — MSE(tg) < 0
LIA+HA{A — (5-1)}] - TAr <0

45— Ax >4 (42)

MSE (ts) — MSE (to) = MSE(t7) — MSE((to) = MSE((ts) — MSE(to) < 0
% [aAy +B{BAY —4(5—1)}] - ZLAy <0

45 -BAx >4 (43)

MSE o) — MSE(to) = MSE (t10) ~ MSE(to) = MSE(t1) ~ MSE(to) < 0
% [4Ay + (14 B) {4+ (1+B)Ax — 45} — LAy <0

45— (1+B)Ax >4 (44)

MSE((t12) —AMSE(to) = MSE(t13) —MSE(to) = MSE(ty) —MSE(to) <0
SE[9AY + (1+B) {6~ (1+B)Ax —68}] — Ay <0

66 — (1+B)Ax > 6 (45)
The efficiency comparison of, ts, t4, ts, g, t7, tg, to, t10, t11, t12, t13 @andti4with respect td; respectively are given by

MSE(ty) — MSE(t;) < 0
4 4
XAy +B?Ax —2B(6 —1)] - X (2+Ay +Ax —28) <0

26— (1+B)Ax >2 (46)

MSE(t3) — MSE(ty) = MSE(ta) — MSE(ty) = MSE(ts) — MSE(t;) < 0
T [Ax +4{Ay — (5 1)}] - F(2+ Ay +Ax —28) <0

45 -3Ax >4 (47)

MSE (tg) — MSE(t1) = MSE (t7) —- MSE(t;) = MSE(tg) — MSE(t4) < 0
% [4Ay +B{BAx — A5 — 1)} — & (2+ Ay + Ax —28) < 0

45— (B+2)Ax > 4 (48)

MSE(ts) ~ MSE(t1) = MSE(tz0) - MSE(t;) = MSE(t12) ~ MSE(ty) < 0
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% [4Ay + (14 B) {4+ (1+B)Ax — 48} — % (2+ Ay +Ax —25) < 0

45 — (3+B)Ax > 4 (49)
MSE4(I12) —MSE(t1) = MSE(ty3) - MSE(ta) = MSE(t14) —-MSE(t1) <0
19y + (1+B) {6— (1+B)Ax —68}] — X (2+Ay +Ax —26) <0
185 — (4+B)Ax > 6 (50)

The efficiency comparison o, t4, ts, tg, t7, ts, to, t10.t11, t12,t13 andti4 with respect td, respectively are given by

MSE(t3) — MSE(t2) = MSE(t4) — MSE(tp) = MSE(t5) — MSE(tp) < 0
%Ay +4{Ay — (8- 1)}] — % [Ay +B2Ax —2B(5—1)] < 0
45 — (1-2B)Ax > 4 (51)
MSE(tg) — MSE(t2) = MSE(t7) — MSE(tp) = MSE(tg) — MSE(tp) < 0
‘j_ﬁ[4AY +B{BAx —4(5—1)}] - %é[AY-FBZAX -2B(6-1)] <0
45 —3BAx > 4 (52)
MSE (tg) — MSE(tp) = MSE(t10) — MSE(tz) = MSE(ty1) — MSE(tp) < 0
% [4Ay + (L+B) {4+ (1+B)Ax — 45} — % [Ay + B2Ax —2B(5 ~1)] < 0
45 — Ax(1+3B) > 4 (53)
'\fSE(tlz) —MS&E(t2) = MSE(t13) — MSE(124) =MSE(t14) -MSE(t2) <0
as[9Ay + (14 B) {6— (1+B)Ax —63}] — £ [Ay +B?Ax —2B(6 —1)] < 0
60 —Ax(1+4B) > 6 (54)

The efficiency comparison o, t7, tg, to, t10, t11, t12, t13 andty4 with respect tds, ta, t5 respectively are given by

M4$(te)/MSE(t7)/M$(ts) - MSlf(ts)/MSE(m)/MSE(ts) <0
TEAAY +B{BAX —4(6 —1)}] — L [Ax +4{Ay — (6 -1)}] <O
45 — (1+B)Ax >0 (55)
MSE (tg) /MSE (t10)/MSE (t11) — MSE(t3) /MSE(t4) /MSE(ts) < 0
% [4Ay + (14 B) {4+ (1+B)Ax — 45} — Z[Ax +4{Ay — (5—1)}] < 0
45— (2+B)Ax >4 (56)
, MSE (t12)/MSE(t13) /MSE (t14) — MSE(ti)/MSE(t4)/MSE(t5) <0
S5 [9Ay + (1+B) {6— (1+B)Ax —60}] — g5 [Ax +4{Ay — (6 -1)}] <0
126 — (5+2B)Ax > 12 (57)

The efficiency comparison o, t10, t11, t12,t13 andty4 with respect tdg, t7, andtg respectively are given by
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MSE (tg) /MSE (t10)/MSE(t11) — MSE(ts) /MSE(t7) /MSE(tg) < 0

% [4Ay + (14B) {4+ (1+B)Ax —45}] — ZL[4Ay +B{BAx —4(5—1)}] <0

165 — (1+2B)Ax > 16 (58)

MSE (t12)/MSE (t13) /MSE (t14) —MSE(ts) /MSE (t7)/MSE (tg) < 0

S [9Ay + (L+B) {6 (1+B)Ax —65}] — 55 [4Ay +B{BAX —4(5 —1)}] <0

126 — Ax(2+5B) > 12 (59)
The efficiency comparison of», t13 andty4 with respect tdg, t19 andty 1 respectively are given by

MSE (t12) /MSE(t13)/MSE (t14) — MSE(tg) /MSE (t10)/MSE(t11) < 0

% [9Ay + (1+B) {6— (1+B)Ax — 65} — ZL[4Ay + (1+B) {4+ (1+B)Ax —45}] <0

125 —5(1+B)Ax > 12 (60)

Conditions in which proposed estimators are efficient ththers are defined i(40) — (60).

5 Simulation Study

In this section, we demonstrate the performance of adoptgh&ors over other competitors, generating populatromfnormal
distribution by using R programme. The description of thegadis as followsX = N(5,10),Y = X +N(0,1),y =Y + N(1,3),x =
X +N(1,3),n=500Q px = 4.95, 1ty = 4.93, 0% = 99.38, 0% = 10012, 02 = 25.57,02 = 24.28, pxy = 0.99

Table 1: MSE's of estimators (with and without measurement errors)

Estimator MSE with measurement errors MSE without measurement errors
MSE (to) 6.25 3.93
MSE(t;) 4.60 0.97
MSE(t) 4.68 0.09
MSE(t3)/MSE(t4)/MSE(ts) 3.90 1.02
MSE(tg)/MSE(t7)/MSE(ts) 3.88 0.98
MSE(tg)/MSE(t10)/MSE(t11) 478 2.02
MSE(t12)/MSE(t13)/MSE(t14) 3.85 0.473
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Bar Chart showing MSE's of Estimators

S = o oW dm o g

W MSE with Measurement Errors #MSE without Measurement Errors

Fig. 1: Bar Graph showing MSEs of estimators

6 Conclusion

In this article we have suggested some estimators of papnleiriance under measurement errors which are basedtbmatic mean,
geometric mean and harmonic mean of the usual unbiased, rasioaand Kadilar and Cingi(2006a) estimators. The exgimes of
bias and mean squared error of proposed estimators havelbeead up to first degree of approximation. The theoretcalditions
under which the proposed estimators are more efficient teaalwnbiased usual ratio and Kadilar and Cingi(2006ajnestirs have
been obtained in section 4.Proposed estimators are bedietiie previous estimators if the dataset satisfies that@mmdbtained in
equationg40) — (60) under section 4. In numerical findings the data set does tisfisa the conditions derived in equatiqd®), (53)
and(58) hence the performance of estimatty), (t10) and(t11) are unsatisfactory. And performance of Estimatoss (ta), (ts), (ts),
(t7), (tg), (t12), (t13) and(t14) are better than théo), (t1) and(t2). Thus the proposed estimators have been recommended fseits
in practice if the data is satisfying the condition mentidiesection 4. Since the estimators are based on ArithmetanmGeometric
Mean and Harmonic Mean of estimatdgst; andty. Hence if the Characteristic understudy is normally distied then the estimator
based on Arithmetic Mean should be used, when the distobwif Population is skewed then the estimators based on Gaoiean
must be used and if the observations are skewed and are ofipehange type then the estimators based on Harmonic Meahbau
used.
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