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Abstract: Inthis paper, mathematical investigation has been madady the effect of double exponentially weighted movingrage
(DEWMA) model on economic design o control chart for non-normal population. Formulae are\astifor calculating the value

of n and h when the characteristics of an item posses DEWMAeidthe sample mean of DEWMA model has been represented by
first four terms of an Edgeworth series. A numerical examplgiven to verify the performance of DEWMA model in the presen

of non-normality. The DEWMA charts working together withmoormality affects the control chart scheme when small tolenate
shifts in the mean of the controlled parameter are expetitezifound that when shifts are uncertain the optimal desoggrDEWMA

chart should be more conservative.

Keywords: Economic design Control Chart, DEWMA, Edgeworth Seriesnfwmrmality.

1 Introduction

Statistical Process Control (SPC) is defined as a set oftitali methods used widely to scrutinize and improve the
quality and efficiency of industrial processes and serviperations. As quality has become a crucial factor in global
market competition, statistical process control (SPChiéques are becoming significant in both manufacturing and
service industries that aim at 6 excellence. With modernsmeanent and inspection technologies, It is common to
collect large volumes of data from individual units usuatip very short time intervals. Such nearly continuous
measurement unavoidably results in data that tend to benoomally distributed. However, most existing SPC
techniques were not designed for such environments. It @wvknthat conventional SPC techniques are affected by
skewed data. Specifically, false alarm rates are so highrilratalarms are often ignored. Since the primary purpose of
SPC is to detect quickly unusual sources of variability s their root cause can be properly addressed, data skewness
has severe adverse impacts on the economic benefits of irapterg SPC. For such purpose control chart is one of the
most helpful techniques in SPC. The Shewharthart has been considered to be the best statistical toaloiceps
surveillance. However, this chart has some limitationsatas the detection of small and moderate process mean. shifts
Therefore, a popular control chart used to detect and iiyesall shifts in a process mean is the EWMA given by
Roberts §]. The attempt to increase the sensitivity of EWMA controadito detect small shifts and drift in a process, a
double EWMA (DEWMA) control chart was developed by Shammad &hamma 11]. Zhang [L5] has conducted
extensive studies on DEWMA control charts for the mean. Likest commonly used control charts, the traditional
EWMA and DEWMA control charts for monitoring process mearerevdeveloped under the assumption of normality.
Further research works have been conducted to suggest mommare effective tools for statistically monitoring the
quality of products and processes. Recently, many reseiad¢tave contributed to a wide variety of control charts to
improve process monitoring, such as Saghaei etl@l, Amiri et al. [4] and Lee et al. §]. Simulation studies on the
robustness of an EWMA control chart for process mean mdngdrave been conducted by Borror et &l. [

Economic design of control charts is used to determine uaribesign parameters that minimize total economic
costs. These charts are the fundamental statistical tookValuating process concert, supervision process ability
monitoring processes and getting better processes. Thiwtohart is used to detect the occurrence of assignablkeecau
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The design of a control chart, as is well known, has statisémd economic consequences; both are affected by the
choice of the control chart or design parameters. Thesadedhe sample size, the control limits and the time interval
between samples. A variety of costs is associated with abalrart usage and is usually broken down into three main
categories. These are the costs of allowing non-conformimts, cost of sampling and testing, and correcting the
assignable causes. Economic design (ED) of a control cheotves finding the design parameters that minimise the
total cost associated with maintaining the control of thecpss. Unfortunately, economic designs have weaknesses, a
Woodall [13] has noted. More recently, Akhavan et all,[f] presented the ESD of the VS control charts for
correlated and non-normal data. They used the Burr digioibito model for the various non-normal situations and
implemented Yang and Hancock®4] model to take into custody the correlation structure. Remnore, Akhavan et al.
[3]studied the ESD of the VSK control charts in the presence of the multiple assignabisses with non-normal
population and correlated data. The effect of lot size ofipmtion on the quality of the product may also be significant.
If it shifts to an out - of - control state at the beginning oé throduction run, the whole lot will contain more faulty
items. Hence it is better to decrease the production cyctietwease the fraction of defective items and, thus recover
output quality. On the other hand, reduction of the produrctiycle may result in an increase in cost due to frequent
setups. A balance must be maintained so that the total cashisnized. It is assumed that that the cost of maintaining
the equipment increases with the age, therefore, an agecerpent strategy is needed to minimize the total cost of the
system, which will simultaneously improve quality contaold maintenance policy. Singh et dl2] Studies the problem

on Variables sampling plan for correlated data, Khanday&ingh [7] study the effect of Markoffs model on Economic
design ofX control charts under independent observations.

2 Duncan’s modéd for the cost function:

Duncan p] obtained an approximate function for the average net ireepar hour of using the control chart for mean
of normal variables as:

~ nNMB+(aT/h)+nW  b+cn )
1+nB h ~
Duncans cost model indicates (i) the cost of an out-of cdtinditions (ii) the cost of false alarms, (iii) the cost of
finding an assignable cause and (iv) the cost of samplingeetgm, evolution, and plotting. The average cost per hour

involved for maintaining the control chartig%m . The average netincome per hour of the process under theilkamnee
of the control chart for mean can be rewrittenlas, Vo — L Where,

I =Vo

nMB+ (aT/h)+nW b+cn
= 2
1+nB + h ~’ 2)

L can now be treated as the per hour cost due to the survailiafnthe process under the control chart. The probability

density function for non normal population is representgdhe first four terms of Edgewoth serieg®, and o’ are
determined from the sampling distribution of mean and aittemras.

L

- s o) 5y 2@ gy AL s
P =1-0(8)+ 5 720(8) ~ 5208 - 720(2). 3)
a =an—ac (4)
)
Whereé = (k—9y/n) , ac = % is the non-normality correction far

3 Derivation for optimum value of sample size n and sampling interval h:

One can determine the optimum value of sample size n and sagnipterval h either by maximizing the gain
function | or by minimizing the cost function with respectrt@nd h, and we get,

oL _ (1+nB) (MG + 1 F5) — (TMB+ 51 +nWn R | ¢ )
an (1+1B)2 h
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oL (1+nB)(NMP — %) — (NMB+ &L +nW)nde  pcn

oh (1+nB)2 - n (6)
Where,

B hoP 9B 1 1 nh ga’ _ o dac

an Pean e P 276 ¥ 9T ()

aa’ _ 300¥ (K +A300) (k)

on — 36n2
= B0+ Ty (- L2alEng(€) — VRG] + Nl (€) + 20°(E))+ MV P(E)) +20°(E)) @)

The solutions of the equations (5) and (6) for n and h yieldréngiired optimum values, and The equations (5) and
(6) can be rewritten as follows:

aT B Taa’ B Tada -
T B dB
Nh2(M — nMB — GT ~nW) 52 ~a'T(1+0B)+ n%eMBS> — (b-+cn)(1+nB)2 =0 (10)

By assumingy to be small and noting that the optimum h is roughly of ordelﬁgf, we neglect terms containing

nWwc, and"’/TT and the terms equating higher powersrpf The equations (9) and (10) are simplified and put in the
following form

nh?M 9P N
52 an naT+h.n+c_0, (11)
2 1 1 /
From the equation (12) we get
a'T+b+cn 1
=T/ (13)
nM(5 —3)
By eliminating h from the equation (11), we get,
11
a'T+b+cndP i Tae, MM(5 —3) 1
_ T+ =5— P <733 =0 14
P’Z(g—l) on 19T [a/T+b+cn] e (14)

2

The values of n for which the equation (14) satisfy yield wesrbquired optimum value of sample size n. Substituting
this value of n in equation (13), we find the optimum value & $ampling interval h.

4 Derivation of the optimum values of sample size n and sampling interval h under DEWMA:

Suppose that a process is on targehitially and successive measuremeKts, (t = 1,2,3,) are taken it may be
average of several measurements taken at time t to checkevttbere is a shift from the target. To use a control chart
based on the statistic

Yi=AX+(1-2A)Y,—1 and Z =AY +(1-A)Z%-1 (15)
Suchthat< A <1 and Yo=2Zp= Lo

t
Zt—]+1 YA A)IX A (L= A) Yo+ (1-A)'Z (16)
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where E(Z) = Ho a7)
I+ (1221 -N)2 (2242t —1)(1—A)2H2t2(1 - ))2+4
2 4
=A 1
G (122 e 4o
The control limits for DEWMA control chart are

UCL=po+Lova%, CL=po, and LCL=po—Loyog (19)

Where L is as defined. For large values of L, the control lihésome

A(2—2) +A2 A(2—21 +A2

UCL = tp+Lo W,CL—MO and LCL=pp—Lo —GAR (20)

Assuming thatX; is drawn independently from a normal distribution with @atec? so that t is sufficiently large.
One of the disturbing thing here is thatis quite arbitrary and lies between 0 and 1. Suppose that &imagvhose
performance can be effectively represented by a singleawirjuality is inspected regularly to see whether the quality
of performance is deteriorated. The successive perforelanely,, U, s, ..., 4 are tracked by the observations x1 , x2,
.., Xt The operation continues until a decision is made &rioaul it in which case the level is set to zero instantarigous
and the whole sequence begins again. This resetting aftehaul may be subject to error and so it is assumeduihat

N(O, % o £-) and each subsequent state of repair is drawn independemtiytiiis distribution. Thus we get

g?A(2-22+23) %, A(2-21+2A2)

E(Z)=Ho and V(Z)= G~ n 9 Wwhere 9’ = R (21)

The corresponding measures of skewness and kurtosis forND&E e found out to besg andA4g? respectively. So
for the DEWMA model, the probability density function formamormal population represented by the first four terms of
an Edgeworth series is

/ A ) 2 2
Ph=1- (&) + 5 20 (&)~ G 0 (8~ T2 0 (&), (22)
’ k—dy/n
Og = ONe — Oce, &= g \/— (23)
aNe = Z(D( ) Oce = 39 (P( )< >+92)‘2¢(5>< k)
For DEWMA model, the equatlon (5) and (6) will reduce in folimg form
oL (14 nB)(MEE + T %) ( ns 24)
on (1+nB)?
AL (14nB)(IME —%T) — (nMB )N%  bton 25)
oh (1+nB)? h2
dF’e _ J é — ce
where g0 = — r/12 e gh = Flé_%+%h and e =0 e,
ad 3A4<p< ) (K)+A39® (k)
on — 36n2
Pe_ 0 et 1200a[ g ) — V202 (E6)]+ SPA[ Vg (E6)) + 2% 80) + AT V0P 80) + 207 Eu))
on  2,/ng 144n2 9 sl

(26)
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By solving the equation (24) and (25) we get

a.T+b+cn,1
[671]2 (27)
M(5 7~ 3)
M( 2
aT+b+cnc9P i Tag “2
= Tt =0 28
péZ(Pi_%) on —Nael + n [aT+b+cn] te (28)

The values of n for which the equation (28) satisfy yield wesrbquired optimum value of sample size n. Substituting
this value n in equation (27), we find the optimum value of thmgling interval h under non normality for DEWMA
model.

5 Numerical illustration and Conclusion:

In order to illustrate the result we take k=2.0, 2.5, 381.0, 1.5, 2.0A3=-0.5, 0.0, 0.5, =-0.5, 0.0, 1.0, 2.0y =0.01,
M=100, W=25, T=50, C=0.05, D=2, b=0.5, ¢=0.1 ahd1, 0.8, 0.6 and 0.2 to determine the optimum values of sample
size and sampling interval. The values of n and h are pregémiEables 1 to 4., it is clearly seen that for given k and the
sample size n and sampling interval h decrease with theasera the values of , on the other hand the sample size n
decreases with the decrease of k, while the sampling inteivareases with decreasing k. When the rate of occurrences
of assignable cause is fixed, the value of sample size andlisgnipterval are different for different values of (shifts
The effect of non-normality is more serious for DEWMA modet tlifferent parameters. Results show that in general,
the in-control ARL performances of DEWMA control charts wenore robust. The degree of robustness of DEWMA
control chart to non-normality increases for smaller valaesmoothing parameter. Thus the performance of DEWMA is
conservative and is recommended as it performs betteitsgbah that of EWMA model for smaller shifts. The DEWMA
chart working together with non-normality affects the ecohthart scheme when small shifts to moderate shifts in the
mean of the controlled parameter are expected. Thus we wmthat the DEWMA model is more serious under non-
normality when the shifts are certain and large. For econgrint of view DEWMA chart performs better when there
are spoiled data thus we recommend DEWMA model under nomaidy.

Table 1: Values of optimal sample size n and sampling interval h ubd&WMA for A = 1.
= 1 k= 3 k= 25 k= 2
da | 0.5 0 0.5 05 0 0.5 05 0 0.5
6 | by | n h 1 h n h n h n h 1 h n h 1 h n h

05123 2327923 23337(23 23423120 24076 |20 2.4127 (19 2415719 3.0305 (19 3.0251 |19 3.0166
Lo 00|23 2330723 23371(23 23457 |20 24089 |20 24134 (19 24170 19 3.0315( 19 3.0258 |19 3.0172
10123 2337523 23439(23 2.3525|20 2410920 24154 (19 24190| 19 3.0328 [ 19 3.0266 | 19 3.0177
20 | 23 2344223 23500(23 23587|20 2412320 24175|19 24205( 19 3.0341|19 3.0275]|19 3.0182
05 11 17898 [ 11 L7912 (11 17980 9 19888 | 9 1.9916( 9 19894 9 2.7106| 9 2.7044 | 9 2.6935

1500 11 1801511 1.8026 (11 1.8092| 10 1.9936| 9 1.9963 | 9 19938 10 2.7127( 9 27064 | 9 2.6947
10011 18240 11 1.8249 (11 1.8304 | 10 2.0031| 9 2.0052 | 9 2.0024| 10 2.7175( 9 27104 9 2.6977
20 | 11 18462 | 11 1.8465| 11 1.8515| 10 20128 |10 20146 [ 9 20109 |10 2.7223| 9 2.7146| 9 2.7008
05 6 15439 6 154126 15477 6 18030 6 1.8063 | 5 1.7996| 6 25758 6 25707 5 2.5382
20000 6 156776 1.5648| 6 1.5703| 6 18130 6 181575 18085 6 2.5796| 6 2.5740| 5 2.5606
w7 161317 160916 16126 6 18330 6 1.8346| 6 18263 6 25875 6 25812 5 2.5660
20| 7 165567 1.6507| 7 1.6526| 6 18534 6 18537| 6 1.8440( 6 2.5957| 6 2.5889| 5 25724

6 Ixicon of parameters and variables:

Vo= the rate per hour at which income accrues from operatioheoptocess is in control and process averageis
Vi=the rate per hour at which income accrues from operationegptocess when process is not in control and process

average iy = [ + 50,
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Table 2: Values of optimal sample size n and sampling interval h ubd&@VMA for A = 0.8.

= 08 k= 3 k= 25 k= 2
PRIEE 0 0.5 0.5 0 0.5 -0.5 0 0.5

| | D h n h n h n h n h n h n h n h n h
05119 2117719 21193 |19 21222 15 1921915 19253 |14 1.9277| 11 1.8521 |11 1.8555 (11 1.8572

(00|19 21201 |19 2.1217(19 21244 | 15 19231 (15 1.9265|14 19291 | 11 1852011 18554 |11 1.8572
10119 21247 (19 21260 |19 21290 | 15 1.9253 )15 19289 (14 1.9313| 11 1.8513 |11 1.8548 [ 11 1.8565
20|19 2129319 2130619 2133215 19271 |15 1931214 109335| 11 18503|11 1.8542 |11 1.8559
0519 161301 9 1612619 16145 7 15069 7 151037 15093 | 5 15412( 5 154405 15415

15(00| 9 1.6206| 9 1.6199| 9 1.6217| 7 15113 7 15147 7 15134 5 15420 5 154485 1.5421
0| 9 1635419 1634519 1.6361| 7 152001 7 15231 |7 15216 5 154375 154635 1.5436
2019 16499 9 16486 9 1.6499| 7 1.5286| 7 13314 | 7 1.5299| 5 15455| 5 15479 5 1.5449
4505 138475 138195 13841 4 13207 4 13253( 4 13206 3 14056| 3 1.4093 |3 14033

2000 5 140005 139725 13990| 4 13300( 4 133424 13292] 3 14080 3 141163 1.4052
005 143015 142675 14275 4 134831 4 13518( 4 13463 3 14132| 3 141623 1.4092
20 5 14586 5 14549 5 14549 4 13663 4 13691 | 4 13630| 3 14185 3 14211 3 14133

Table 3: Values of optimal sample size n and sampling interval h ubd&@VMA for A = 0.6.

= 0§ k= 3 k= 25 k= 2
Ga | 05 0 0.5 0.5 0 0.5 0.3 0 0.5

6 |k | D h n h n h n h n h n h n h n h n h
05116 20228 |16 20225 (16 2.0227| 12 1.8246 |12 18256 |12 1.8256| 9 1.6393| 9 1.6410( 9 1.6410

Lojoo 16 2.0242 |16 2.0240 (16 2024312 1.8254 (12 1826412 18264 9 1.6395] 9 1.6409| 9 1.6411
10|16 20273 |16 20270 (16 2.0272| 12 1.8270 |12 1828012 1.8279| 9 1.6395(9 1.6411|9 16412
20 (16 2.0299 |16 2.0297 (16 20300| 12 1.8287 (12 1.8297 |12 18294| 9 1.6395]|9 164119 1.6412
A5 7 155327 155201 7 15518 6 14406 6 14416 6 14395( 4 134134 13430 4 1.3404

15000 8 155777 15565 7 15562 6 144356 14445|1 6 14422( 4 134214 13437( 4 13411
0| 8 15668 | 7 156537 15650 6 14491 | 6 14501 6 14476 4 134374 13453 4 13425
20 8 157578 157427 15736 6 14547 6 14556 6 14530| 4 13453 |4 13468 | 4 1.3440
054 13445( 4 134224 134213 127173 1273713 12694 3 1.2123|3 121512 12100

2000 4 135374 135144 135113 127753 1.2794( 3 12749 3 121433 12170 2 1.2117
104 1371914 136944 13687 3 128913 129063 12859 3 12183(3 12208(2 12152
20| 4 138964 13869 4 13859 3 13005( 3 130183 12068| 3 122243 122462 12186

Table 4:Values of optimal sample size n and sampling interval h uBde&WMA for A = 0.2.

= 02 k= 3 k= 23 k= 2
Ga. | 05 0 0.5 0.5 0 0.5 -0.5 0 0.5

6 [ | 1 h n h n h n h n h n h n h n h n h
0513 1.8648 [ 13 1.8642 13 186331 9 167809 167779 1.6767| 7 1.5031| 7 15028 | 6 1.5016

1o 0o |13 1865313 1864613 1.8638| 9 1.6784 (9 167809 16770 7 1.5032| 7 1.5029| 6 1.5018
10|13 1.8662 |13 1.8655]13 18647 9 167909 167869 1.6775| 7 1.5034| 7 15031 | 6 15019
20 [ 13 18670 |13 18664 |13 18655 9 1.6795(9 167929 16781 | 7 1.5036| 7 1.5033| 6 1.5021
050 6 14557 6 14549 6 14540 4 135104 13508 4 13492 | 3 125643 12564 | 3 1.2545

15100 6 14570 6 14562 6 14553 4 135194 13517|4 13501 3 125683 1257| 3 12549
10| 6 14595 6 14587 6 14578 | 4 135364 1353414 13518 3 1.2574| 3 125743 12555
20 6 146216 14613 6 14603 4 135534 135514 13534| 3 123813 1258113 1.2561
053 127943 127843 12776 2 121292 121312 12109| 2 1.1546| 2 1.1550| 2 1.1525

20|00 3 128203 128103 12801 2 121462 121472 12126 2 115532 1.1557(2 1.1531
Lo (3 128713 12801 | 3 1.2852| 2 12180 (2 121812 12159| 2 115662 11570 2 1.1544
203 1292203 129013 12902 2 12213 |2 122142 12192 2 11580 2 1.1583| 2 1.1356
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M= Vo - Vo

n =the average number of times the assignable cause occum waithinterval of time, starting in a state of control at
time t=0, the probability that the process will still be inntool at timet; is exgl',

B=ah+Cn+D

a=(3—1+2)

h= the interval between samples measured in hours,

e = the rate at which the time taken between the sample artihglof a point on theéX chart increases with the sample
size n.

Cn=the time required to take and inspect a sample of size,

D= average time taken to find the assignable cause after agotted on the chart falls outside the control limits,

P= Probability of detecting an assignable cause when itgxis

= M g% g X dg e [ X (X )\dx

= Jo O 90 )AR* ] ke 9 90 )dX

=1-o(k—93/n)
Whereg(%) is the density function af when the true meap and ®(x) is the normal probability.
o= probability of wrongly indicating the presence of assigleacause.

g

=yt 9AR=20(—K)
T=The cost per occasions of looking for an assignable cabs®wo assignable cause exists,
W= the average cost per occasion of finding the assignabkecalen it exist,

b=per sample cost of sampling and plotting, that is indepahdf sample size,
and c = the cost per unit of measuring an item in a sample.
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