
J. Stat. Appl. Pro.5, No. 2, 357-369 (2016) 357

Journal of Statistics Applications & Probability
An International Journal

http://dx.doi.org/10.18576/jsap/050217

Hansen and Hurwitz Estimator with Scrambled Response
on Second Call in Stratified Random Sampling
Shakeel Ahmed∗, Javid Shabbir and Waqar Hafeez

Department of Statistics Quaid-i-Azam University Islamabad ,44000, Pakistan.

Received: 13 Dec. 2015, Revised: 15 Apr. 2016, Accepted: 29 Apr. 2016
Published online: 1 Jul. 2016

Abstract: We propose an estimator for finite population mean of the study character in presence of non-response utilizing known
coefficient of variation under stratified sampling by using the scrambled response to sub-sample the non-respondent on second call. It
is assumed that non-response occurs due to sensitivity of the character under study. The main purpose is to increase response rate by
protecting confidentiality of the respondents by using scrambled response model for sub-sampling non-respondents on second call in
Hansen and Hurwitz [1946, Journal of The American Statistical Association, vol. 41: 517-529] technique. We also propose a generalized
ratio and regression type estimators under two phase stratified sampling. Proportional allocation method is used to allocate sample size
at both phases. Expressions for mean squared errors (MSE) are derived up to first degree of approximation. An empirical study is
carried out to observe performances of the estimators.

Keywords: Non-response, Scrambled response, Coefficient of variation, Stratified sampling, Privacy protection, Efficiency, Sensitivity,
Generalized.

1 Introduction

Non-response occurs when respondents don’t provide the required information asked by the investigator through
mailed questionnaires as well as through direct interviewswhen people show lack of interest, not at home, unable to
understand the questions etc. In some cases they refuse to answer when questions asked to them are related to such
characters which are socially undesirable to them e.g questions related to drug addiction, illegal income and cheatingin
the examination etc. In case of non-response [12] proposed the method of sub-sampling non-respondents to provide an
estimator for population mean of the study character. Lateron using [12], many authors suggested different types of
estimators for estimating the unknown population parameters under different sampling schemes using the auxiliary
variable which may suffer non-response (see [10],[11],[23], [9] and [8]).
When non-response is due to sensitivity of the study variable then it is difficult to get a direct response on second call
that results in violation of the assumption of estimator proposed by [12]. In this situation some statistical techniques
called randomized response techniques (RRTs) are used to collect information on second call. The randomized response
technique is primarily used to get trustworthy data for estimating the proportion of individuals with a sensitive character.
Several researchers have extended the technique introduced by [7]. [6] has introduced the method to the situation when
response to sensitive question is quantitative rather thanqualitative. After that some other authors have introducedthe
scrambled response model (SRM) (see [5], [4], [2]) to get truthful response. In SRM the respondent multiply his/her
sensitive answer by a random number generated from a known distribution and give the scrambled response to the
interviewer who does not know the number generated by the respondent. [1] proposed an estimator of the population
mean of quantitative sensitive variable in presence of non-response assuming that the people who refuse to answer on
first attempt give scrambled response on second call. This estimator reduces non-response by protecting confidentiality
of respondents but on the other hand variance increases due to use of scrambled response to non-respondents.
One possible way to estimate the population mean with maximum precision is to divide the whole population into certain
internally homogeneous and externally heterogeneous groups, called strata and then selecting independent samples of
different sizes from each stratum. [15] have suggested a method of optimum stratification after that many authors have
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suggested different types of estimators using the auxiliary information in stratified random sampling (see [16], [19],[20]
etc). In case of heterogeneous population, when non-response occurs in each stratum, [17] has proposed an estimator of
population mean and also obtain the allocation of sample size in different strata for a fixed cost. [18] has suggested an
estimator for population mean using post stratification after that [21] has proposed some estimators for population mean
by using post stratification using the auxiliary information in presence of non-response. [22] has also constructed some
separate generalized ratio type estimators for populationmean in presence of non-response in stratified random
sampling.
Taking motivation from [13] and [14], we propose an estimator for population mean of a sensitivequantitative variable
using known coefficient of variation of the study variable under stratified random sampling. We also develop
ratio-cum-product and ratio-in-regression estimators instratified random sampling for improving efficiency of [1]
estimator. In Section 4, we derive the expression forMSE and in Section 5 conditions, under which the proposed
estimators are more efficient than the relevant estimators,are obtained. A numerical study is carried out in Section 6.

2 Notations

Consider a finite populationU = (U1,U2,U3, .....,UN) of size N and is divided intoL strata, each of sizeNh for
(h = 1,2, ....L), such that∑L

h=1Nh = N. Let (yhi,xhi) be the observed values of(y,x) on theith unit of thehth stratum,
where(h = 1,2, .....,L) and(i = 1,2,3, ....,Nh). We select a sample of sizenh from thehth stratum by using SRSWOR.
When stratum mean of the auxiliary variablēXh is unknown then we use two-phase stratified random sampling scheme.
In first phase, select a sample of size ´nh(ńh < Nh) from thehth stratum by using SRSWOR to estimatēXh and in second
phase, take a sub-sample of sizenh(nh < ńh) from ńh selected units. Proportional allocation is used to allocate the sample
size in different strata at both phases. Suppose that fromnh sampling units onlynh1 units respond on first call and(nh2)
units don’t respond. So we select a sub-sample of sizerh =

nh2
kh
(kh > 1) from nh2 non-responding units by making an extra

effort. Consequently whole population is divided into two groupsU1 (respondents) andU2 (non-respondents). Some more
symbols are given below:
Nh1 : Number of units in response group of thehth stratum.
Nh2 : Number of units in non-response group of thehth stratum.
Ph =

Nh
N : Stratum weight of thehth stratum .

fh =
nh
Nh

: Sampling fraction of thehth stratum.

Ȳh =
1

Nh
∑Nh

i=1 yhi: Population mean of the study variable for thehth stratum

X̄h =
1

Nh
∑Nh

i=1 xhi: Population mean of the auxiliary variable for thehth stratum

S2
yh =

1
Nh−1 ∑Nh

i=1(yhi − Ȳh)
2: Population variance of the study variable for thehth stratum.

S2
xh =

1
Nh−1 ∑Nh

i=1(xhi − X̄h)
2: Population variance of the auxiliary variable for thehth stratum.

Syxh =
1

Nh−1 ∑Nh
i=1(yhi − Ȳh)(xhi − X̄h): Population covariance between the study variable and the auxiliary variable for the

hth stratum.
S2

yh(2) =
1

Nh2−1 ∑Nh2
i=1(yhi − Ȳh2)

2: Population variance of the study variable for non-response group in thehth stratum.

S2
xh(2) =

1
Nh2−1 ∑Nh2

i=1(xhi − X̄h2)
2: Population variance of the auxiliary variable for non-response group in thehth stratum.

Syxh(2) =
1

Nh2−1 ∑Nh2
i=1(yhi−Ȳh2)(xhi − X̄h2): Population covariance between the study variable and the auxiliary variable for

non-response group in thehth stratum.
ȳh1 =

1
nh1

∑nh1
i=1 yhi: Sample mean of the study variable of units respond on first call in the hth stratum.

x̄h1 =
1

nh1
∑nh1

i=1 xhi: Sample mean of the auxiliary variable of units respond on first call in thehth stratum.
´̄yh2 =

1
rh

∑rh
i=1 yhi: Sample mean of the study variable of units respond on secondcall in thehth stratum.

´̄xh2 =
1
rh

∑rh
i=1 xhi: Sample mean of the auxiliary variable of units respond on second call in thehth stratum.

3 The Estimators

Using [12] technique, the estimator for population mean in stratifiedsampling, is given by:

ȳ∗st =
L

∑
h=1

Ph
(

wh1ȳh1+wh2 ´̄yh2
)

, (1)
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wherewh1 =
nh1
nh

andwh2 =
nh2
nh
. The variance of ¯y∗st , after ignoring the correction factor(1− fh) for ease of computation,is

given by

V (ȳ∗st) =
L

∑
h=1

P2
h

[

1
nh

S2
yh +

Wh2(kh −1)
nh

S2
yh(2)

]

. (2)

Assuming that the coefficient of variation in each stratum isknown, so Equation (1) becomes

ȳ∗∗st =
L

∑
h=1

Phȳ∗∗h , (3)

where ¯y∗∗h = ahȳ∗h and the value of constantah for whichMSE of ȳ∗∗st is minimum, is given by

ah(opt) =

[

1+
1− fh

nh
C2

yh +
Wh2(kh −1)

nh
C2

yh(2)

]−1

.

Since
S2

yh

Ȳh
and

S2
yh(2)

Ȳh
don’t differ significantly, so we may approximate

S2
yh(2)

Ȳh

∼=
S2

yh

Ȳh
= C2

yh. The estimated value ofah after

ignoring the correction factor(1− fh) is given by :

âh(opt) =

[

1+
C2

yh

nh

{

1+
nh2

nh
(kh −1)

}

]−1

.

Now improved estimator becomes:

ȳ∗∗st =
L

∑
h=1

Ph

[

1+
C2

yh

nh

{

1+
nh2

nh
(kh −1)

}

]−1

ȳh
∗
.

TheMSE of ȳ∗∗st , is given by

MSE(ȳ∗∗st ) =
L

∑
h=1

P2
h

[

(1−B1h)
S2

yh

nh
+(1−2B2h)

Wh2(kh −1)
nh

S2
yh(2)

]

, (4)

where

B1h =
C2

yh

nh

[

1−W2
h2(kh −1)2] andB2h =

C2
yh

nh
[1+Wh2(kh −1)] .

By Equations (2) and (4), we see thatMSE(ȳ∗∗st )<V (ȳ∗st), if

L

∑
h=1

P2
h

C2
yhS2

yh

n2
h

[

1+Wh2(kh −1)

]2

> 0.

This indicates that ¯y∗∗st is always more efficient than ¯y∗st .
Assuming(Y ) as a quantitative sensitive variable, [1] have made some modifications by using RRT in [12] technique to
sub-sample non-respondents, which is given below.
Let Zh be the scrambled response in stratumh based on two independent scrambled random variablesAh andBh which
are unrelated toYh with known means(µAh,µBh) and variances(σ2

Ah,σ
2
Bh) in thehth stratum such that:

Zh = AhYh +Bh, (5)

whereER(Zh) = µAhYh + µBh with varianceVR(Zh) = σ2
AhY 2

h +σ2
Bh for (h = 1,2, .....,L). Here(ER,VR) are expectation and

variance with respect to randomization device. Let ˆyhi be the transformed randomized response of theith unit in thehth

stratum, i.e

ŷhi =
zhi − µBh

µAh
,
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whereER(ŷhi) = yhi and the variance of ˆyhi, is given by

VR(ŷhi) =
σ2

AhY 2
hi +σ2

Bh

µ2
Ah

= φhi. (6)

We propose an estimator in stratified random sampling as:

ˆ̄y∗st =
L

∑
h=1

Ph ˆ̄y∗h, (7)

where ˆ̄y∗h = wh1ȳh1+wh2
´̂̄yh2, E( ˆ̄y∗st) = Ȳ with variance

V ( ˆ̄y∗st) =
L

∑
h=1

P2
h

[

1− fh

nh
S2

yh +
Wh2(kh −1)

nh
S2

yh2+
kh

nhNh

Nh2

∑
i=1

φhi

]

,

where

1
Nh2

Nh2

∑
i=1

φhi =
σ2

Ahµyh(2)+σ2
Ah

µ2
Ah

, µyh(2) = S2
yh(2)+ Ȳ 2

h2.

There are two possible ways to obtain unknownµyh(2). One is to use a guess from previous work or pilot survey,
otherwise sample estimate has to supply information about second moment keeping in mind its sensitive nature. After
ignoring correction factor(1− fh), we have

V ( ˆ̄y∗st) =
L

∑
h=1

P2
h

[

1
nh

S2
yh +

Wh2(kh −1)
nh

S2
yh(2)+

kh

nhNh
S2

hr

]

. (8)

whereS2
hr = ∑Nh2

i=1 φhi.

From (2) and (8), it is obvious that̂̄y∗st is less efficient than ¯y∗st but former gives greater privacy protection than later. In this
paper our concern is to obtain efficiency of the estimators. For this purpose we utilize known coefficient of variation of
study character to propose an estimator of finite populationmean under stratified random sampling scheme, which gives
more efficient results than the estimator proposed by [1].
The proposed estimator is:

ˆ̄y∗∗st =
L

∑
h=1

Ph ˆ̄y∗∗h , (9)

whereˆ̄y∗∗h = kh1 ˆ̄y∗h. The optimum value ofkh1 which minimizeMSE of ˆ̄y∗∗st , is given by

kh1(opt) =

[

1+
1
nh

C2
yh +

Wh2(kh −1)
nh

S2
yh(2)

Ȳ 2
h

+
kh

nhNh

S2
hr

Ȳ 2
h

]−1

.

As we discussed earlier
S2

yh

Ȳ 2
h

and
S2

yh(2)

Ȳ 2
h

don’t differ significantly, so we may approximate

S2
yh

Ȳ 2
h

∼=
S2

yh(2)

Ȳ 2
h

∼=C2
yh. So estimated value ofkh1 becomes

k̂h1(opt) =

[

1+
C2

yh

nh

{

1+
nh2

nh
(kh −1)

}

+
kh

nhNh

S2
hr

Ȳ 2
h

]−1

.

Now proposed estmator for optimum value ofkh1 becomes

ˆ̄y∗∗st =
L

∑
h=1

Ph

[

1+

{

1+
nh2

nh
(kh −1)

}

C2
yh

nh
+

kh

nhNh

S2
hr

Ȳ 2
h

]−1

ˆ̄y∗h. (10)
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The Bias andMSE of ˆ̄y∗∗st to first order approximation, are given by

Bias( ˆ̄y∗∗st )
∼=−

L

∑
h=1

Ph

[

{

1+Wh2(kh −1)

}

C2
yh

nh
+

kh

nhNh

S2
hr

Ȳ 2
h

]

Ȳh (11)

and

MSE( ˆ̄y∗∗st )
∼=

L

∑
h=1

P2
h

[

(1−A∗
h)

S2
yh

nh
+(1−2B∗

h)
Wh2(kh −1)

nh
S2

yh2

+
kh

nhNh
S2

hr

{

1−
kh

nhNh

S2
hr

Ȳ 2
h

}]

, (12)

where

A∗
h =

C2
yh

nh
{1−W2

h2(kh −1)2}+
2kh

nhNh

S2
hr

Ȳ 2
h

and B∗
h =

C2
yh

nh
{1+Wh2(kh −1)}+

kh

nhNh

S2
hr

Ȳ 2
h

.

By (8) and (12), assuming that
S2

yh

nh

∼=
S2

yh(2)

nh
, we seeMSE( ˆ̄y∗∗st )< MSE( ˆ̄y∗st), if

L

∑
h=1

P2
h

S2
yh

nh

[

C2
h

nh

{

1+Wh2(kh −1)

}2

+
2kh

nhNh

S2
hr

Ȳ 2
h

{

1+Wh2(kh −1)

}

+

(

kh

nhNh

S2
hr

Ȳ 2
h

)2
]

> 0.

This shows that̂̄y∗∗st is always more efficient than̄̂y∗st .
The generalized ratio and regression type estimators using[14] estimator under stratified two-phase sampling scheme in
case of complete and incomplete information onxh are given by:

tst1 =
L

∑
h=1

Ph ˆ̄y∗∗h

(

x̄∗h
´̄xh

)ah1

, tst2 =
L

∑
h=1

Ph ˆ̄y∗∗h

(

x̄h

´̄xh

)ah2

,

t(lr)st1 =
L

∑
h=1

Ph

[

ˆ̄y∗∗h + b∗∗h

(

´̄xh − x̄∗h
)

]

, t(lr)st2 =
L

∑
h=1

Ph

[

ˆ̄y∗∗h + b∗h
(

´̄xh − x̄h
)

]

.

Hereah1 andah2 are constants to be determined ,b∗∗h =
s∗yxh

s∗2
xh

andb∗h =
s∗yxh

s2
xh

. Also s2
xh ands∗2

xh denote the estimates ofS2
xh

based onnh and(nh1+ rh) observations respectively.
By puttingah1 = ah2 =−1 andah1 = ah2 = 1 in th1 andth2 the estimators reduce to conventional and alternative stratified
two phase ratio and product type estimators respectively, using scrambled response model to non-response group using
coefficient of variation of the study character. The alternative stratified two-phase ratio type estimators are given by:

tst3 =
L

∑
h=1

Ph ˆ̄y∗∗h

(

´̄xh

x̄∗h

)

, tst4 =
L

∑
h=1

Ph ˆ̄y∗∗h

(

´̄xh

x̄h

)

, tst5 =
L

∑
h=1

Ph ˆ̄y∗∗h

(

x̄∗h
´̄xh

)

, tst6 =
L

∑
h=1

Ph ˆ̄y∗∗h

(

x̄h

´̄x h

)

.

Now puttingkh1 = 1,ah1 = ah2 = 1 andah1 = ah2 = −1, in th1 , th2, t(lr)h1 andt(lr)h2, we get conventional and alternative
stratified two-phase ratio, product and regression type estimators respectively, using scrambled response model to non-
response group.

Tst3 =
L

∑
h=1

Ph ˆ̄y∗h

(

´̄xh

x̄∗h

)

, Tst4 =
L

∑
h=1

Ph ˆ̄y∗h

(

´̄xh

x̄h

)

, Tst5 =
L

∑
h=1

Ph ˆ̄y∗h

(

x̄∗h
´̄xh

)

, Tst6 =
L

∑
h=1

Ph ˆ̄y∗h

(

x̄h

´̄xh

)

,

T(lr)st1 =
L

∑
h=1

Ph

[

ˆ̄y∗h + b∗h
(

´̄xh − x̄∗h
)

]

, andT(lr)st2 =
L

∑
h=1

Ph

[

ˆ̄y∗h + b∗h
(

´̄xh − x̄h
)

]

.
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4 Some additional estimators

Taking motivation from [24] and [3], we introduce two additional generalized estimators as follow;

Trp(1) =
L

∑
h=1

Ph ˆ̄y∗h

(

δh1
´̄xh

x̄∗h
+(1− δh1)

x̄∗h
´̄xh

)

(13)

Trp(2) =
L

∑
h=1

Ph ˆ̄y∗h

(

δh2
´̄xh

x̄h
+(1− δh2)

x̄h

´̄xh

)

(14)

Trl(1) =
L

∑
h=1

Ph

[

ˆ̄y∗h

(

´̄xh

x̄∗h

)αh1

+ b∗∗h

(

´̄xh − x̄∗h
)

]

(15)

Trl(2) =
L

∑
h=1

Ph

[

ˆ̄y∗h

(

´̄xh

x̄h

)αh2

+ b∗h
(

´̄xh − x̄h
)

]

(16)

whereδh1, δh2, αh1 and αh2 are constants. Puttingδh1 = δh2 = 1 in Equations (13) and (14), we getTst3 and Tst5
respectively. Forδh1 = δh2 = 0 the estimators in (13) and (14) reduce toTst4 andTst6 respectively. Similarly forb∗h = 0
puttingαh1 = αh2 = 1 in Equation (15) and (16), we getTst3 andTst4 respectively. Forb∗h = 0, puttingαh1 = αh2 =−1 in
Equation (15) and (16), we getTst5 andTst6 respectively. Forαh1 = αh2 = 0 the estimators in Equations (15) and (16)
reduce toT(lr)st1 andT(lr)st2 respectively.

5 The Mean Squared Errors

In order to obtain the expressions for mean squared errors, we define:

ê∗0h =
ˆ̄y∗h − Ȳh

Ȳh
, e∗1h =

x̄∗h − X̄h

X̄h
and é1h =

´̄xh − X̄h

X̄h

such thatE(ê∗0h) = E(e∗1h) = E(é1h) = 0 and

E(ê∗2
0h) =

(

1
nh

−
1

Nh

)

S2
yh

Ȳ 2
h

+
Wh2(kh −1)

nh

S2
yh(2)

Ȳ 2
h

+
kh

nhNh

∑Nh2
i=1φhi

Ȳ 2
h

E(e∗2
1h) =

(

1
nh

−
1

Nh

)

S2
xh

X̄2
h

+
Wh2(kh −1)

nh

S2
xh(2)

X̄2
h

, E(é2
1h) =

(

1
ńh

−
1

Nh

)

S2
xh

X̄2
h

,

E(e∗1hé1h) =

(

1
ńh

−
1

Nh

)

S2
xh

X̄2
h

, E(ê∗0hé1h) =

(

1
ńh

−
1

Nh

)

S2
yxh

X̄hȲh
,

E(ê∗0he∗1h) =

(

1
nh

−
1

Nh

)

S2
yxh

X̄hȲh
+

Wh2(kh −1)
nh

S2
yxh(2)

X̄hȲh
.

Consider the estimatorth1 in term of errors:

th1 = ˆ̄y∗∗h

(

x̄∗h
´̄xh

)ah1

= kh1 ˆ̄y∗h

(

x̄∗h
´̄xh

)ah1

= kh1Ȳh(1+ ê∗0h)

[

(1+ e∗1h)

(1+ é1h)

]ah1

th1− Ȳh = (kh1−1)Ȳh + kh1Ȳh

[

ê∗0h + ah1e∗1h − ah1é1h +
ah1(ah1−1)

2
e∗2

1h

+
ah1(ah1+1)

2
é2

1h + ah1e∗1hê∗0h − ah1é1hê∗0h − a2
h1é1hê∗1h

]

.
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Squaring, neglecting higher order terms and taking expectation, we getMSE of th1

MSE(th1)∼= (kh1−1)2Ȳ 2
h + k2

h1V ( ˆ̄y∗h)+ Ȳ2
h

[

kh1ah1(2kh1ah1

− kh1− ah1+1)

{(

1
nh

−
1
ńh

)

C2
xh +

Wh2(kh −1)
nh

C2
xh(2)

}

+2kh1ah1(2kh1−1)

{(

1
nh

−
1
ńh

)

Cyxh +
Wh2(kh −1)

nh
Cyxh(2)

}]

.

Expandingkh1 and neglecting higher order terms, the optimum value ofkh1, is given by

kh1(opt) = 1−

[

C2
yh

nh

{

1+Wh2(kh −1)

}

+
kh

nhNh

S2
hr

Ȳ 2
h

]

,

wherekh1
∼= 1−B∗

h andB∗
h =

C2
yh

nh
{1+Wh2(kh −1)}+ kh

nhNh

S2
hr

Ȳ 2
h
.

Similarly k2
h1
∼= 1−2

[

C2
yh

nh

{

1+Wh2(kh −1)

}

+ kh
nhNh

S2
hr

Ȳ 2
h

]

∼= (1−2B∗
h) and so on.

Substituting these results inMSE(th1), we get MSE oftst1:

MSE(tst1)∼=
L

∑
h=1

P2
h

[

(1−2B∗
h)V ( ˆ̄y∗h)+ ah1

{

ah1− (3ah1−1)B∗
h

}

R2
h

{

Ah1S2
xh

+Ah3S2
xh(2)

}

+2ah1(1−3B∗
h)Rh

{

Ah1Syxh +Ah3Syxh(2)

}]

, (17)

where

Ah1 = (
1
nh

−
1
ńh

), Ah3 =
Wh2(kh −1)

nh
andRh =

Ȳh

X̄h
.

Similarly we obtainMSE(tst2) as ;

MSE(tst2)∼=
L

∑
h=1

P2
h

[

(1−2B∗
h)V ( ˆ̄y∗h)+Ah1ah2

{

(ah2− (3ah2−1)B∗
h)R

2
hS2

xh

+2Rh(1−3B∗
h)Syxh

}]

. (18)

The optimum values ofah1 andah2 areah1(opt) =−

[

B∗
h

2(1−3B∗
h)
+

Ah1Syxh+Ah3Syxh(2)

Rh{Ah1S2
xh+Ah3S2

xh(2)}

]

andah2(opt) = −

[

B∗
h

2(1−3B∗
h)
+

Syxh

RhS2
xh

]

respectively. The MSE of ratio-cum-product type estimatorTrp and generalized ratio

in regression estimator are given by

MSE(Trp(1))∼=
L

∑
h=1

P2
h

[

V ( ˆ̄y∗h)+ (1−2δh)
2R2

h

{

Ah1S2
xh +Ah3S2

xh(2)

}

+2(1−2δh)Rh

{

Ah1Syxh +Ah3Syxh(2)

}]

, (19)

MSE(Trp(2))∼=
L

∑
h=1

P2
h

[

V ( ˆ̄y∗h)+Ah1

{

(1−2δh)
2R2

hS2
xh +2(1−2δh)RhSyxh

}]

, (20)
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whereδh1(opt) =
1
2 +

Ah1Syxh+Ah3Syxh(2)

Rh{Ah1S2
xh+Ah3S2

xh(2)}
andδh2(opt) =

1
2 +

Syxh

Rh{S2
xh}

. Also

MSE(Trl(1))∼=
L

∑
h=1

P2
h

[

V ( ˆ̄y∗h)+
(

αh1Ȳ + b∗∗h X̄
)2
{

Ah1C2
xh +Ah3C

2
xh(2)

}

−2
(

αh1Ȳ + b∗∗h X̄
)

Ȳ

{

Ah1Cyxh +Ah3Cyxh(2)

}]

, (21)

MSE(Trl(2))∼=
L

∑
h=1

P2
h

[

V ( ˆ̄y∗h)+Ah1

{

(

αh2Ȳ + b∗hX̄
)2

C2
xh −2

(

αh2Ȳ + b∗hX̄
)

ȲCyxh

}]

, (22)

with αh1(opt) =
Ah1Cyxh+Ah3Cyxh(2)

Ah1C2
xh+Ah3C2

xh(2)
−

b∗∗h
Rh

andαh2(opt) =
Cyxh

C2
xh

−
b∗h
Rh

. Also putting optimum values ofδh1 andαh1 in MSE of

Trp(1) andTrl(1) , we get

MSE(Trp(1)(min)) = MSE(Trl(1)(min))∼=
L

∑
h=1

P2
h

[

V ( ˆ̄y∗h)−

{

Ah1Syxh +Ah3Syxh(2)
}2

Ah1S2
xh +Ah3S2

xh(2)

]

(23)

and putting optimum values ofδh2 andαh2 in MSE of Trp(2) andTrl(2) , we get

MSE(Trp(2)(min)) = MSE(Trl(2)(min))∼=
L

∑
h=1

P2
h

[

V ( ˆ̄y∗h)−
Ah1S2

yxh

S2
xh

]

(24)

The mean square errors of regression type estimator and different members of generalized estimators for both cases are
given in table1. The MSE oftst3 andtst4 are obtained by puttingah1 = ah2 =−1 in (17) and (18) respectively, the MSE
of tst5 andtst6 are obtained by puttingah1 = ah2 = 1 in (17) and (18) and the MSE ofTst3, Tst4, Tst5 andTst6, are obtained
by puttingah1 = ah2 =−1 andah1 = ah2 = 1 with kh1 = 1 in Equations (17) and (18).

Table 1: The Mean Squared Errors of proposed Estimators.
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6 Efficiency comparison

The conditions under which the proposed estimators are moreefficient than the existing estimators are given below

Table 2: Conditions.

7 Numerical Study

We use the following data sets for efficiency comparison.
Population 1 ([25] )
Y : County-wise number of Non-employer establishment .
X : County-wise number of Non-farm establishment.
Data for private non-farm establishments with non employees for the U.S. Puerto Rico and the Island Areas are
published in County Business Patterns (CBP). Basic data items are extracted from the Business Register, a file of all
known single and multi-establishment companies maintained and updated by the Bureau of the Census from various
Census Bureau programs, such as Bureau of Labor Statistics,and the Social Security Administration. We take five states
of USA (Kansas, Iowa, Kentucky, Indiana, Illnois), having different number of counties [counties are taken as population
units], as strata. Assuming different non-response rate indifferent strata. Information for all strata are given in Table 1.
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Table 3: Summary Statistics for Data 1:

We obtain PRE’s of different estimators in Table 4.

Table 4: PRE of diferrent estimators using Data 1:

In second row of Table 4 PRE of [14] estimator is calculated w.r.t ¯y∗st for different values ofkh, where (h=1,2,3,4,5).
The rest of table 4 contains PRE of different generalized-type estimators w.r.t̄̂y∗st in stratified sampling. Table 4 shows that
the generalized ratio and regression estimators perform better for all combination ofk. It can be inferred from Table 4 the
PRE tend to increase as we move from left to right of the Table 4, this shows that for larger valueskh PRE tends increase.
The numerical values of conditions using Data 1 are obtain inTable 5.

Table 5: Condition values using Data 1:

Population 2( [26])
Y : Price of Diamond
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X : Depth of diamond.

We use data listed in [26] pertaining to 235 stones which educates us on the relative pricing of diamonds and the
different grades of its clarity and weight. The Data consistof diamond stones [population units], divided into four strata
according to its clarity i.e. IF (internally flawless), VVS1(very very slightly imperfect), VVS2( very very slightly
imperfect type 2) and VS1(very slightly imperfects). Numbers of diamond stones in each group are different. Assuming
a fix non-response rate in each strata information for all strata are given in Table 6.

Table 6: Summary Statistics for Data 2:

Table 7: PRE of different estimators using Data 2:

The PRE in first two rows are calculate w.r.t ¯y∗st and the remaining are calculated w.r.tˆ̄y∗st . Table 7 confirm that
the generalized ratio and regression type estimators perform better in case of negative correlation between the study and
auxiliary variable. The numerical values of conditions areobtain in Table 8.
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Table 8: Condition values using Data 2:

8 Conclusion

In this paper, we proposed an estimator in stratified random sampling under proportional allocation using [1] estimator. To
improve efficiency of the estimators, we use co-efficient of variation of the study character assuming that it is known in all
strata. On the basis of proposed estimators, we developed some generalized ratio, regression, ratio-cum-product and ratio
in regression estimator. Table 4 and Table 7 show that for fixed sample sizes(ńh,nh) in all strata, the estimator̄̂y∗∗st and
all the other generalized estimators, constructed using proposed estimator, are more efficient than [1] estimatorˆ̄y∗st for all
combination ofkh considered in data set 1 and 2. Further generalized ratio type estimatorst1st , t2st are more efficient than
other estimators suggested in this study. It can be concluded by comparing Table 4 and 7 that efficiency of generalized
estimators are higher when there is a positive correlation between the study variable and the auxiliary variable. In this
paper we have discussed only linear scrambled response model used by [2] because our concern is only in improvement
of efficiency of the estimators for a fixed level of privacy protection. We can also use different models to increase privacy
protection as well. Future work can be done to improve privacy protection by using different scrambled response models
using known coefficient of variation of the sensitive character in stratified random sampling.
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