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Abstract: We propose an estimator for finite population mean of theystldracter in presence of non-response utilizing known
coefficient of variation under stratified sampling by usihg scrambled response to sub-sample the non-respondee¢@mdscall. It

is assumed that non-response occurs due to sensitivityeafitaracter under study. The main purpose is to increasensspate by
protecting confidentiality of the respondents by using mtrii@d response model for sub-sampling non-respondenteanmd call in
Hansen and Hurwitz [1946, Journal of The American StaiAssociation, vol. 41: 517-529] technique. We also preggeneralized
ratio and regression type estimators under two phasefttdesampling. Proportional allocation method is used tocalle sample size
at both phases. Expressions for mean squared eitBE) are derived up to first degree of approximation. An empirgtady is
carried out to observe performances of the estimators.

Keywords: Non-response, Scrambled response, Coefficient of vamigdimatified sampling, Privacy protection, Efficiency, Siévity,
Generalized.

1 Introduction

Non-response occurs when respondents don't provide théreeinformation asked by the investigator through
mailed questionnaires as well as through direct interviestven people show lack of interest, not at home, unable to
understand the questions etc. In some cases they refusesweawhen questions asked to them are related to such
characters which are socially undesirable to them e.g mumsstelated to drug addiction, illegal income and cheaiting
the examination etc. In case of non-resporis® proposed the method of sub-sampling non-respondentotiada an
estimator for population mean of the study character. Lateusing [L2], many authors suggested different types of
estimators for estimating the unknown population pararset@der different sampling schemes using the auxiliary
variable which may suffer non-response (s&g,[11],[23], [9] and [g]).

When non-response is due to sensitivity of the study vagidtien it is difficult to get a direct response on second call
that results in violation of the assumption of estimatorgmsed by 12]. In this situation some statistical techniques
called randomized response techniques (RRTSs) are usedl¢oténformation on second call. The randomized response
technique is primarily used to get trustworthy data forreating the proportion of individuals with a sensitive cleiea
Several researchers have extended the technique intebdyde]. [6] has introduced the method to the situation when
response to sensitive question is quantitative rather dpueatitative. After that some other authors have introduted
scrambled response model (SRM) (sBk [4], [2]) to get truthful response. In SRM the respondent multipk/Her
sensitive answer by a random number generated from a knostrbdtion and give the scrambled response to the
interviewer who does not know the number generated by theorekent. 1] proposed an estimator of the population
mean of quantitative sensitive variable in presence of re@ponse assuming that the people who refuse to answer on
first attempt give scrambled response on second call. Thimasr reduces non-response by protecting confidentialit
of respondents but on the other hand variance increases dise bf scrambled response to non-respondents.

One possible way to estimate the population mean with maximecision is to divide the whole population into certain
internally homogeneous and externally heterogeneousgpgraalled strata and then selecting independent samples of
different sizes from each stratuniy have suggested a method of optimum stratification afterrfeny authors have
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suggested different types of estimators using the auyili#ormation in stratified random sampling (s€é], [19],[20]

etc). In case of heterogeneous population, when non-respmscurs in each stratum,7] has proposed an estimator of
population mean and also obtain the allocation of sampkisidifferent strata for a fixed costLl has suggested an
estimator for population mean using post stratificatiorraftat R1] has proposed some estimators for population mean
by using post stratification using the auxiliary informatio presence of non-respons22] has also constructed some
separate generalized ratio type estimators for populati@an in presence of non-response in stratified random
sampling.

Taking motivation from 13] and [14], we propose an estimator for population mean of a sengjtixmtitative variable
using known coefficient of variation of the study variabledan stratified random sampling. We also develop
ratio-cum-product and ratio-in-regression estimatorsstiratified random sampling for improving efficiency df] [
estimator. In Section 4, we derive the expressionMBE and in Section 5 conditions, under which the proposed
estimators are more efficient than the relevant estimadoespbtained. A numerical study is carried out in Section 6.

2 Notations

Consider a finite populatiod = (U1,U,Us, .....,Uy) of sizeN and is divided intoL strata, each of siz#l, for
(h=1,2,...L), such thats;_; Ny, = N. Let (yn, %) be the observed values 6f,x) on thei'" unit of theh'" stratum,
where(h=1,2,......L) and(i = 1,2,3,....,N). We select a sample of sizg from theh" stratum by using SRSWOR.
When stratum mean of the auxiliary variat{gis unknown then we use two-phase stratified random samptingnse.

In first phase, select a sample of siggfh, < N,) from theht™ stratum by using SRSWOR to estimaggand in second
phase, take a sub-sample of sigén, < f,) from iy, selected units. Proportional allocation is used to alleda¢ sample
size in different strata at both phases. Suppose that fifpsampling units only,; units respond on first call an@,)
units don't respond. So we select a sub-sample ofrsize% (kp > 1) from np, non-responding units by making an extra
effort. Consequently whole population is divided into twogpsU; (respondents) ard, (non-respondents). Some more
symbols are given below:

Nh1 : Number of units in response group of th8 stratum.

Nh2 : Number of units in non-response group of tiféstratum.

R, = N Stratum weight of thé™" stratum .

fh= E,—*;: Sampling fraction of thé™" stratum.

Yi = Nih zi'i‘lyhi: Population mean of the study variable for tii& stratum

Xn = Nih M xi: Population mean of the auxiliary variable for & stratum

th = ﬁ zi'\':“l(yhi —Yh)%: Population variance of the study variable for tifestratum.

S = ﬁ_l ZiN:hl(Xhi — Xn)?: Population variance of the auxiliary variable for #i& stratum.

Spxh = ﬁ EiNzhl(yhi —\7h)(xhi — )?h): Population covariance between the study variable andukiiary variable for the

hth stratum.
1

3%(2) = N1 z:\i‘i(yhi —%2)2: Population variance of the study variable for non-resparsup in thent" stratum.

S>%h(2> = @ zi'\'z"i(xhi — )?hz)zz Population variance of the auxiliary variable for nonpesse group in the" stratum.

Spn(2) = @ 5 2 (Y — Yio) (X — Xn2): Population covariance between the study variable andutkiéiary variable for

non-response group in thé' stratum.
Yh1 = n—ﬁl s yhi: Sample mean of the study variable of units respond on fitstrctne h stratum.

Xn1 = n—ﬁl 3 % Sample mean of the auxiliary variable of units respond e dall in theh' stratum.
Vho = % >i", Yhi: Sample mean of the study variable of units respond on secalhih theh'" stratum.
Xp2 = % zirilxhi: Sample mean of the auxiliary variable of units respond @osé call in then'" stratum.

3 The Estimators

Using [12] technique, the estimator for population mean in stratifiachpling, is given by:

L
Ya= ) Ph(Wh1¥nt + Who¥hz) . 1)
=1

(@© 2016 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro5, No. 2, 357-369 (2016)www.naturalspublishing.com/Journals.asp NS = 359

wherewn; = %—'Ll andwy, = ”n—*f The variance of%, after ignoring the correction factét — f,) for ease of computation,is
given by

= 1 Wha(kn — 1)

=V P?| =S+ ] : 2
D=3 Bt T She €)

Assuming that the coefficient of variation in each stratulkniswn, so Equationl) becomes

L
Vi =S RS 3
h=1
wherey[* = any;, and the value of constaa for whichMSE of y§* is minimum, is given by

1-fh o  Whaki—1) , ]1°°
ah(om>=[1+ o oht G|

Since?—;1 and S%:]z) don't differ significantly, so we may approxima%% = ?—; = C)%h. The estimated value @, after
ignoring the correction factdil — fy,) is given by :

8n(opt) =

Gl ey )]
+nh{1+ nh(kh 1)}] )

Now improved estimator becomes:

* L C)%h Nh2 - —x%
Ve =th 1+n_h{1+n_h(kh—1)} Yn'
TheMSE of yi, is given by
o« Sh Wha(kn — 1)
MSE(E) = 3 R l(l Bun) (1= 28an) =2 =S5 (4)

where

h

2 2
By = clf]y_h [1—-W5(kn— 1)%] andBa, = cr:]y—: [14Wha(kn — 1)].

By Equations2) and @), we see thaMSE (V') <V (y%), if

f ZCV“SV“ [1+m2<kh 1)}2 >o.

This indicates thayy™ is always more efficient thayf.

Assuming(Y) as a quantitative sensitive variablé] have made some modifications by using RRT id][technique to
sub-sample non-respondents, which is given below.

Let Z, be the scrambled response in stratoimased on two independent scrambled random varigkesd B, which
are unrelated t&, with known means$pian, Usn) and varianceso,_z\h, aéh) in the ht" stratum such that:

Zn = AnYh + By, 5)

whereEr(Zn) = HanYh + Hpn With varianceVr(Z,) = 03,Y2 + 05, for (h=1,2,.....,L). Here(Eg,VRr) are expectation and
variance with respect to randomization device. y¢the the transformed randomized response ofi'thenit in the ht
stratum, i.e
Jhi = Zhi — Hen
' Han
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whereEr(Yhi) = yni and the variance ofyy, is given by

. 02.Y2 4 0
V() = =T = . (6)
Ah

We propose an estimator in stratified random sampling as:
L
Ya= > P 7
=1

where Y = Wi yh + Whayhe, E(V5) = Y with variance

- 1-—f, Wha(ka — 1) e
V(%)—hzlphzl m Sh+ n, S + Y Z\%]

where

1 R Oankyh(2) + ORn

2 V2
— = 5 == +Y .
Nrg izz Chi Il/ih Hyh(2) %h(Z) h2

There are two possible ways to obtain unknowg,). One is to use a guess from previous work or pilot survey,
otherwise sample estimate has to supply information abeedrsd moment keeping in mind its sensitive nature. After
ignoring correction factofl — f,), we have

L

Vi) = 3 R [%\W“lﬁ, rotg . ®)

h=1

where, = 512 ;.

From @) and @), it is obvious thaf/g is less efficient thaw; but former gives greater privacy protection than laterhia t
paper our concern is to obtain efficiency of the estimatoos tikis purpose we utilize known coefficient of variation of
study character to propose an estimator of finite populatiean under stratified random sampling scheme, which gives
more efficient results than the estimator proposedthy [

The proposed estimator is:

L
Vs = > PR, 9)
Het
wherey;* = knyj,. The optimum value ok, which minimizeMSE of y&*, is given by

Wha(kn — 1) 58241(2) kn S

Nh Yh2 NyNL _Y_hz_

Kna(opt) =

1
14+ — 2
+ Gt

As we discussed earli%?% and%‘f) don’t differ significantly, so we may approximate

h
2
%2 ~ S o Cji,- So estimated value ¢y becomes

w2
~ 2 _71
oo = |1 %%+—%—ﬂ+fﬁ%_.

Now proposed estmator for optimum valuekgf becomes

)

L

Va' = Pn

h=1

Vi (10)
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The Bias andMSE of v to first order approximation, are given by

- G S|y
Bias(fy) = - 3 Ry {1+\thkh 1} "o | (11)
and
s S o Wha(kn — 1)
MSE() = 5 | (10 + (1 2m M Dg,
kn kn S
S e ) (2
where

* Cyh khs%r
{1 W (kn — 1)%} + N, Y2

N
*_Cyh kh Sr21r
and Bh—n—h{1+\/\412(kh—1)}+m7hz—-

By (8) and (12), assuming thaitaLh = SS:; 2 we seeMSE (V') < MSE(V%), |
h

ipﬁ? [n%:{l“’“ﬁ(kh‘l)} +—kh§nz_{1+V\412(kh—1)}+< ul Sﬁ)

> 0.
= h Nh Y2 NaNp Y2

This shows thay" is always more efficient thayj.
The generalized ratio and regression type estimators (i$#ig@stimator under stratified two-phase sampling scheme in
case of complete and incomplete informatiornxgrare given by:

an1 L )?h an2
tstl—zph)?ﬁ (th> ) tstzzhzlpn)?ﬁ* (th> ;
L
tirs1 =hzlpn {)7;1* + b5 (%0 — %) ] s ting2 = hzlph [ﬁ* + by, (X — Xn) ] .

Herean, andap, are constants to be determinelf;; = gxzﬂ andby, = %—“ Also s3, ands;? denote the estimates &,
xh h

based om,, and(nn; + ry,) observations respectively.

By puttingan; = app = —1 andan; = app = 1 inty; andty, the estimators reduce to conventional and alternativéfech

two phase ratio and product type estimators respectiveigguscrambled response model to non-response group using
coefficient of variation of the study character. The altéuasstratified two-phase ratio type estimators are given by

t3=ipn)7*<§> t4=iﬂﬁ7*(§> t5=iﬂﬁ7*(x—_ﬁ> ts6 :iﬂy**(&>
Sth=1h>?i§’3th=1h>?h’5thzlh)l(_h’St h:lh)l(_h.

Now puttingkn = 1,an1 = anp, = 1 andap; = app = —1, intyy , tho, tirnt andt(”)hz, we get conventional and alternative
stratified two-phase ratio, product and regression typgeasirs respectively, using scrambled response modeltie no
response group.

Taz = i PV, (%) s Tea = élphﬁ (%) , Tes = i P, <§> » Tee = élpn)?ﬁ (;:) ;
Z [ﬁH—bh xh—xh)] andT g2 2 [ﬁ+bh xh—xh)}
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4 Some additional estimators

Taking motivation from 24] and [3], we introduce two additional generalized estimators #evig

= 3 A (B + (- 6w 3
2 7 CHIBNERY SEY (14
2 [ﬁ(xh) b - )| (15)
S s )

where &1, o2, Opy and ap, are constants. Putting,; = d = 1 in Equations 13) and (4), we getTg3 and Tgs
respectively. Fod,; = oy = 0 the estimators in1Qd) and (L4) reduce toTg4 andTge respectively. Similarly fob’ = 0
putting any = ape = 1 in Equation {5) and (6), we getTy3 andTg4 respectively. Foby = 0, puttingan, = app = —1in
Equation (5 and (6), we getTgs and Tgg respectively. Foon, = app = 0 the estimators in Equationd) and (L6)
reduce tol (g1 andT ;g2 respectively.

5 The Mean Squared Errors

In order to obtain the expressions for mean squared errerdgfine:

. ?*h —Yh xh" —Xh , Xn — Xh
= , €p=—"——and €=
€oh Yh 1h X €1h X

such thaE(&y,) = E(e],,) = E(é1n) =0 and

o) - (L) e teletT e T

E(eih) = (n—lh - N%) %2'—‘+\M‘72(E:_1)§‘}h(2§, E(&,) = (n_lh ~ Nih) izzh
cnen = (2 o) B e = (L) 3o
E(&nein) = <n—1h _Nih> XS%;; Wha( l:; 1) ?(”:;h

Consider the estimatdy; in term of errors:

. )z; an )z; an
Xh Xh

_ * an1
i [ 150

Vi Vi v | A% * 4 an1(@n1 — 1 *
thy — Yh = (Kn1 — 1)Yn + KnaYh [eo,1 + an €, — anéin + %elﬁ

+ 1 , S Ak A, AF A, &
+ %eﬁh + 8n1€}n&n — an11nEh, — a1y | -
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Squaring, neglecting higher order terms and taking exgieotave getMSE of th;

MSE (tny) 2= (knn — DA + KV (57) + Y2 [kmam<2kmam

L), Wl ticz )

+aaa@on -1 (-5 ) ot 2T 1)

—khl—ah1+1){ ( =

Nh

Expandingkn; and neglecting higher order terms, the optimum valule,gfis given by

Kn1(opt) = 1 — [Cyh{1+th(kh—1)} nk&hiﬁz]

whereky = 1 — B} andB}, = y"{1+th(kh 1))+ nN

= N'E(R’

nhNh Y2

Similarly k2, =1— Z[CV'“ {1+V\412(kh 1)
Substituting these results MSE (ty,; ), we get MSE ofg;:

2
kn_ Sy } (1—2By) and so on.

SE (tg1) gé [1 ZBﬁ)V(?ﬁ)+ah1{ah1—(3%1—1)8;}321{'%1§h

3%1 }+2ah1 1-3B})R, {AhlsythrAhsSyxh(z)H, (17)
where
1 1 1 Yi
Ahl:(n_h_ﬁ_h)’ Ahszw]Z(E: ) andR, =

Similarly we obtainMSE (t42) as

L
SE(lar) = 5 FE| (1= 2B)VI55) + At (v~ (B~ DBRIRESS

+2Rh(1—3B;§)Syth. (18)

The optimum values odiy anday, areany opy) = — {2< B Ara S+ Ars S 2 ]

1_38;;) * Rh{Ah15§h+Ah3S§h(2)}
andan(op) = [ I ;B* + RS ] respectively. The MSE of ratio-cum-product type estimdtgrand generalized ratio

in regression estimator are given by

L
MSE (Tp) = 5 FF V) + (1 28R AuSh + Ao |
+2(1-2d) {Ahlsyxh+Ah3Syxh H (19)
L
MSE(Trp(Z)) = h—1phz V(ﬁ) ‘|’Ah1{(1_ 25h)2R'r2133h +2(1- 25h)RhSyxh}] ) (20)
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1 An1Spxn+AnsSxn(2)
wheredn opy = 5 + RSy Ao ] anddnop) = TR {SE 7 Also
z Y [ + (A +byX) {Ahlcfh +Ah3cfh(2)}
—2(amY + b X)Y {Ahlcyxh + An3Cyxn(2 H (21)
L _ — _ — —
) e z [ (V5) +Ah1{ (anpY + b;x)chh —2(amY + b;x)vcyxh}] : (22)
. — AnCpntAnsCyx
with ahaopt) = W/W%’(‘S th and oy (opt) = % — — . Also putting optimum values a¥; andap; in MSE of
Trp(l) andT”(l) , we get
{Ahlsyxh + AngSixn(2) }2}
MSE(T, i MSE(T, R 23
( rp(l)(mn)) z h[ Ahlsﬁh‘f'Ah?:S)Z(h(z) ( )
and putting optimum values @, andanz in MSE of Ty 5 2) and Ty 2) , we get
Ahl L h
MSE (Typ(z) min)) = MSE(T z ph{ ;W } (24)
h

The mean square errors of regression type estimator aretetitf members of generalized estimators for both cases are
given in tablel. The MSE oftg3 andtg4 are obtained by putting,; = an, = —1 in (17) and (L8) respectively, the MSE

of tg5 andtgg are obtained by putting,; = anp = 1 in (17) and (L8) and the MSE ofly3, Tg4, Tys andTge, are obtained

by puttingay; = anp = —1 andan; = app = 1 with ky; = 1 in Equations17) and (18).

Table 1: The Mean Squared Errors of proposed Estimators.

Tablo 1: The Mean Squared Errors of proposed Estimators

Estimators Moan Squared Ernory

Th B -2V ) + (1 - 4B R {4.,.53,-, F Al |

91— 38R, :-1 a“--ns,“J.J

tr vt pEloi—amgvi ;-.,.:-:-..{1 1B RS, - n:x,'_:.r.'.-.s,c.-.H.

fe vi el —ampvig + 0 -2 {4.. 52, 4 .d,k-...'f;_‘,,,!,}

<21 'I!J‘,‘ﬁ'{ 518 + AxSgen JH

L lil. 1

FRl(1— 2BV 4 f'l.,,{:l ap RIS, - 21 .'JU;_:H,,SS.__,,|-].

Voo B 23V (g 4+ :ﬁ{m.s;u_ } .-1-.2.‘.:Emul}

28,01 u.;.{:.a,,..g,,\ ; _4.Ln,s,,*:_-,”

ey T A0 ”f"'r'wa'-..4..{3553 2811 Fs'.as.,..}

Tua YL R 5Iy| lf,14.|: 1,L..5'__-'m:__,,|.

QH..{ A1 Spzn + An 9“4_“”

T ik ,:'J§||: 2BV (i) {ng.f-'f., -_!n.,s::.,} I

Tes S PRIV 4 iiﬁ{.}n...‘a‘;‘JL § .4_.;.53“,._.,}

'gffi.{-‘q.'.ls!ml_ t -“-.::ﬁ.m;ua”:

Tee Yok Fi (1 - 2B V(i) + An LS, + 2Rn S}

x T (. " - |
Tiarpatt Foht Pl Vigi)+ i’%{-"'-nl:';l.\ t -'1"3'g;ln'2|-r

?-'J'.'L{"-'ll.lspx.\ t -hs-‘-:\._-..-'_l..}

bea |
E

Sh PV + _4...‘:,155,’,. 201 B;LE‘:,“H
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6 Efficiency comparison

The conditions under which the proposed estimators are efficéent than the existing estimators are given below

Table 2: Conditions.

Estimators Conditions

i MSE(ta) < V(§) if PO o { —2B;V(i;) é'lhl{ﬂm — (3an
,1)3;}R2{Ahisfh + AHSEM)} +2ap (1

—3B}) Ry, {AMSW,, +‘4h35y:rh(27}] <0.

i MSE(tas) < V(5;) if 3.8 {—ZB;V@;) + Apians Hpm — (3an2

71)3;}1?%33,, + 2ana(1 738;)1?,,,9#,,} el

i MSE(tys) < MSE(Tuy) if Sk P2 =BV (j;) — 2BiR2 {A,ﬂsgh + A“s‘;m]}
+3B;,Ri{ An1Syen + Amsy,.,,w} <0.
iv MSE(ty) < MSE(Tou) i St P2 {—Bgl’(ﬁ;) = 44;,13;{21?,3555

73B,:19hswh} <0

v MSE(tus) < MSE(Tus) if -YL  PB; [V(ﬁ,;J +R; {Ahlsfh + Amsgw)}

+3Rb{Ah15y1h +A4h3‘5y1h(2)} <0.

Vi MSE(tus) < MSE(Tug) if Y B [V(ﬁ; )+ An {R{S_‘jh + SR;,.Sy,h}] <0.

vii  MSE(t.s1) < MSE(toe) if ZLJ’EHU—H(GM = (3an — 1152) *ahz(ahz = (3ana
—1)BA> }R%{Ah]sih + Ahﬂszh‘z)} +2(an —an2) (1—

35;)1?;:{44}115@)\ +441135yzh\2)}:| <0.

viii MSE(t.1) < MSE(tus) if Zle P? Ham (am — (3an — 1157,) -
—JB;)}I?%{AMSE). + Ah;,i‘zhm}JrQ(ah, +1)(1

73B;)Rh{44hlsyn-h +Ah3sy1h(2}}] <0

ix  MSE(t.us) < MSE(to) if Yr_ P2 An Hm (a».g — (3an2 — I)B;> =1

—4B,:)}I?%S';’h +2(ap2+1)(1— SB,’:)Rthrh] 0.

X MSE(ta) < MSE(tus) if Tha B Hﬂm (am ~ (3am ~ IJB:) -a
723;)}1?’;’1{‘4,,,55,, + A3S2, ) ¢+ 2 (i —1) (1

*335)}?);{44»:15“/1 + ApaSyzn(2) ] <0

xi  MSE(tuo) < MSE(tue) if Zt:]P,%AM Ham (ahz — (3ap2 — 1)B;> =

—ZB;)}R';:sfh +2(an2 — 1) (1 — 3B;) RaSyzn < 0.

xii  MSE(turyst1) < MSE(Tirysi1) if le;:] P [ — V(@) + Bn {Ahlsyz). + Ahasy:h(z)H < 0.

xifi  MSE(trya2) < MSE(Tjryua) if Z:ZIPE[J'@;) +5HA“5W} <0.

7 Numerical Study

We use the following data sets for efficiency comparison.

Population 1 ([25] )

Y: County-wise number of Non-employer establishment .

X: County-wise number of Non-farm establishment.

Data for private non-farm establishments with non empleyk® the U.S. Puerto Rico and the Island Areas are
published in County Business Patterns (CBP). Basic datasitere extracted from the Business Register, a file of all
known single and multi-establishment companies mainthared updated by the Bureau of the Census from various
Census Bureau programs, such as Bureau of Labor Statmtidgthe Social Security Administration. We take five states
of USA (Kansas, lowa, Kentucky, Indiana, llinois), havinfferent number of counties [counties are taken as popriati
units], as strata. Assuming different non-response ratiéffierent strata. Information for all strata are given irbleal.
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Table 3: Summary Statistics for Data 1:
ho Ny Wap, np, n Yy Xy Yan, Xy, Syh Sen
1 105  0.14 61 20 10435  407.80 44120 174.13 13944  566.86
2 98 0.18 57 19 700.30 2203.1 925.33 2027.7  860.60
3 120  0.24 70 23 745.73 1727.6 520.17 4992.3  1934.7
4 93 0.20 54 18 1313.7 2545.2 1059.5 4772.7 17824
5 98 0.22 57 19 1205.4 3910.3 1508.7 4772.2 1862.0
h Spn Se2n Syah Ty (2 Ph P2k HAR HBh @ o,
1 32838 119.07 760247.6 37017.4 0.962  0.9467 0.520 0.48  0.0744  0.076
2 24353 1106.1 1722564 2648316 0.987  0.983 0540 0.490 0.0882 0.085
3 1706.6 582.21 9620257 966310.2  0.996 0972 0.489 0.480 0.0876  0.083
4 25236 1267.0 8305327 3124659  0.9868  0.977 0.480 0.476 0.0761 0.074
5 4885.5 1805.4 2823171 9192888 0.993 0993 0.510 0550 0.071  0.084
We obtain PRE’s of different estimators in Table 4.
Table 4: PRE of diferrent estimators using Data 1:
ho Ny Wap, np, n Yy Xy Yan, Xy, Syh Sen
1 105  0.14 61 20 10435  407.80 44120 174.13 13944  566.86
2 98 0.18 57 19 1767.7  700.30 2293.1 925.33 2027.7 860.60
3 120  0.24 70 23 2293.6 74573 1727.6 520.17 4992.3 1934.7
4 93 0.20 54 18 3585.1  1313.7 2545.2 1059.5 47727 1782.4
5 98 0.22 57 19 3141.6 12054 3010.3 1508.7 47722 1862.0
h Spn Se2n Syah Ty (2 Ph P2k HAR HBh o,
1 32838 119.07 760247.6 37017.4 0.962  0.9467 0.520  0.48 0.076
2 24353 1106.1 1722564 2648316 0.987 0983 0.540 0.490 0.085
3 1706.6 5%2.21 0620257 966310.2  0.996  0.972 0.489 0.480 0.083
4 25236 1267.0 8305327 3124659  0.9868  0.977 0.480 0.476 0.0761 0.074
5 4885.5 1805.4 2823171 9192888 0.993 0993 0.510 0550 0.071  0.084

In second row of Table 4 PRE off] estimator is calculated w.1yg Tor different values ok, where (h=1,2,3,4,5).
The rest of table 4 contains PRE of different generalizgubgstimators w.nf; in stratified sampling. Table 4 shows that
the generalized ratio and regression estimators perfotterlder all combination ok. It can be inferred from Table 4 the
PRE tend to increase as we move from left to right of the Taptkhig shows that for larger valu&s PRE tends increase.
The numerical values of conditions using Data 1 are obtairabie 5.

Table 5: Condition values using Data 1:

kn(h =1, ...,4)

En(h=1,...4)

kn(h=1,..4)

kn(h =1, ...,4.)

Conditions 2,9,1.5,1.5,1:5 1.5,:1.5,1.5,8,2 2.5,2.5,2,2,2

(i) —69271.7 <0 —73207.2 <0 —T76769.7 < 0 —T77448.48 < 0
(ii) —66094.5 < 0 —68484.4 < 0 —T71048.6 <0 —71366.89 < 0
(iii) —14493.5 <0 —15858.5 < 0 —17291.7< 0 —17486.06 < 0
(iv) —15621.7 <0 —17919.3 <0 —19748.9 <0 —20066.33 < 0
(v) —8.93646 < 0 —23.9570 < 0 —27.6459 < 0 —29.76850 < 0
(viii) —1254.48 <0 —1511.20 <0 —3062.41 < 0 —3061.005 < 0
(ix) —1205.59 < 0 —1390.06 < 0 —2859.56 < 0 —2861.156 < 0
(xii) —7201.84 < 0 —7931.53 <0 —8516.81 < 0 —8617.698 < 0
(xiii) —4538.35 < 0 —3114.98 <0 —2766.72 < 0 —2529.706 < 0

Population 2( [26])
Y: Price of Diamond

(@© 2016 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro5, No. 2, 357-369 (2016)www.naturalspublishing.com/Journals.asp NS = 367

X: Depth of diamond.

We use data listed in2f] pertaining to 235 stones which educates us on the relatietng of diamonds and the
different grades of its clarity and weight. The Data congfsliamond stones [population units], divided into fouiasar
according to its clarity i.e. IF (internally flawless), VVStery very slightly imperfect), VVS2( very very slightly
imperfect type 2) and VS1(very slightly imperfects). Nunsef diamond stones in each group are different. Assuming
a fix non-response rate in each strata information for adtatare given in Table 6.

Table 6: Summary Statistics for Data 2:

h Ny Wop 1, " Yy Xy, Yan Xop Syn Szh
1100 030 64 21 36.23 6644 3601 6284 4516  23.06
2 44 0.20 28 9 42 65.25 39.03 61.48 152.94 41.24
3 1 0.25 45 15 40.57 65.55 49.64 61.04 204.6 21.6
4 20 0.20 13 5 47.63 62.87 47.48 62.82  452.82 9.31
I Syneay  Saon Syeh Syeh(2) Ph P2n HAR HBh %, %,
1 84.02 33.02 -9.15 -15.84 -0.283 -0.174 0.508 0.510  0.0857  0.091
2 116.3 10.53 -20.23 -1.42 -0.255 -0.578 0.457 0.490 0.071 0.093
3 488.82 584 -17.99 -12.77 -0.270 -0.337 0.420 0.557 0.081 0.088
4 7322 177 -15.61 -0.171 -0.240 -0.433 0.530 0.520 0.045 0.071

Table 7: PRE of different estimators using Data 2:

ps EOF < 151K Ea9r 9E = Fy,
Estimators 2.5,2.5,2,2 1.5,1.5,2.2 2.5,2.5,3,3 2.5,3,33.5 443535
Tt 100 100.00 100.00 100.00 100.00
i 102.26 102.36 102.85 103.15 103.01
5 100.00 100.00 100.00 100.00 100.00
Tk 103.73 104.62 104.96 107.96 108.23
tigt 108.83 110.77 110.92 115.60 117.81
tost 108.38 110.45 110.37 115.08 117.16
t5st 108.75 110.67 110.85 115.56 117.81
tgst 108.33 110.36 110.32 115.06 117.16
T5s 101.35 101.42 101.31 101.15 101.09
Tost 101.00 101.13 100.83 100.75 100.58
Lir1(st) 108.97 110.94 1971060 115.79 118.02
tira(st) 108.49 110.56 110.47 1152 117.28
Tir1(st) 101.54 101.64 101.50 101.30 101.25
Thragsty 101.12 101.31 101.00 100.85 100.67
Topr & Tir1 101.5 101.69 101.38 101.33 101.41
Trp2 & Tiro 101.07 101.34 100.86 100.83 100.11

The PRE in first two rows are calculate wyt and the remaining are calculated wft Table 7 confirm that
the generalized ratio and regression type estimators peifetter in case of negative correlation between the stady a
auxiliary variable. The numerical values of conditions @logain in Table 8.

(@© 2016 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

368 N SS 2 S. Ahmed et al.: Hansen and Hurwitz Estimator with...

Table 8: Condition values using Data 2:

kn En kn kn kn
Conditions 2.5,2.5,2,2 1.5,1:5,2.2 2.5,2.5,3,3 2.5,3,3,3.5 4,4,3.5,3.5
(i) —0.48633 < 0 —0.42449 < 0 —0.76548 < 0 —0.85737 < 0 —1.36060 < 0
(ii) —0.46155 < 0 —0.40821 < 0 —0.72852 < 0 —0.82065 < 0 —1.30678 < 0
(v) —0.39399 < 0 —0.34143 < 0 —0.66004 < 0 —0.75248 < 0 —1.23515 < 0
(vi) —0.39584 < 0 —0.34252 < 0 —0.66346 < 0 —0.755685 < 0 —1.24241 < 0
(vil) —0.00197 < 0 —0.00150 < 0 —0.00556 < 0 —0.00573 < 0 —0.00861 < 0
X) —0.02148 < 0 —0.02010 < 0 —0.02745 < 0 —0.02743 < 0 —0.03162 < 0
(xi) —0.01422 <0 —0.01419 < 0 —0.01291 <0 —0.01239 < 0 —0.01154 < 0
(xii) —0.39120 < 0 —0.33847 < 0 —0.65618 < 0 —0.74815 < 0 —1.23046 < 0
(xiii) —0.39294 < 0 —0.33956 < 0 —0.65955 < 0 —0.75155 < 0 —1.23747 < 0

8 Conclusion

In this paper, we proposed an estimator in stratified randompsing under proportional allocation usirlj gstimator. To
improve efficiency of the estimators, we use co-efficientafation of the study character assuming that it is knownlin a
strata. On the basis of proposed estimators, we developeel generalized ratio, regression, ratio-cum-product atid r

in regression estimator. Table 4 and Table 7 show that fod fsemple size$hy,ny) in all strata, the estimatof* and

all the other generalized estimators, constructed usiogqsed estimator, are more efficient thahestimatoryy for all
combination ok, considered in data set 1 and 2. Further generalized rateodgpmators; g, tog are more efficient than
other estimators suggested in this study. It can be condlbgiecomparing Table 4 and 7 that efficiency of generalized
estimators are higher when there is a positive correlateiwéen the study variable and the auxiliary variable. Is thi
paper we have discussed only linear scrambled responsd oemteby P] because our concern is only in improvement
of efficiency of the estimators for a fixed level of privacy fction. We can also use different models to increase privac
protection as well. Future work can be done to improve pyiyaotection by using different scrambled response models
using known coefficient of variation of the sensitive chéeam stratified random sampling.

Acknowledgement

The authors are grateful to the anonymous referee for auwdarkécking of the details and for helpful comments that
improved this paper.

References

[1] G. Diana, S. Riaz, J. Shabbir, Hansen and Hurwitz estmaith scrambled response on the second call, Journal ofiégpp
Statistics41(3), 596-611 (2014).

[2] G. Diana, P.F Perri , New scrambled response model foamasing the mean of a sensitive quantitative charactermnbwof
Applied Statistic87, 1875-1890 (2010).

[3] B.B Khare,, H. U Rehman, A generalized ratio in regressigpe estimator for population mean using auxiliary vaeabn the
presence of non-response, International Journal of 8tatiSconomicd5(3), 64-68 (2014).

[4] B. Eichhorn, L.S Hayre, Scrambled randomized responsthat for obtaining sensitive quantitative data, Jourf&@tatistical
Planning and Inferencg 307-316 (1983).

[5] K.H Pollock, Y. Bek, A comparison of three randomizedgesse models for quantitative data, Journal of The Amer&tatistical
Association71, 884-886 (1976).

[6] B.G Greenberg, R. R Kuebler, Damuth, J. R Abernathy, D.d@iz, Application of Randomized response technique itaiviing
guantitative data, Jounal of The Ameracan Statistical gission 99, 243-250 (1971).

[7] S.L Warner, Randomized response: A survey techniquelfarinating evasive answer bias, Journal of the AmericatiSical
Association60, 63-69 (1965).

[8] H.P Singh, S. Kumar, Improved estimation of populatioeam under two phase sampling with sub-sampling the norenelgmts,
Journal of Statistical Planning and Infererie#, 2536-2550 (2010).

[9] B.B Khare, S. Srivastava, Generalized two phase samggktimators for the population mean in presence of noreressp Aligarh
Journal of Statistic80, 39-54 (2010).

[10] B.B Khare, R.R Sinha, On class of estimator for popolatmean using Multi-auxilary characters in presence of response,

Statistics in Transition-New SerieB0(1), 3-14 (2009).

(@© 2016 NSP
Natural Sciences Publishing Cor.



J. Stat. Appl. Pro5, No. 2, 357-369 (2016)www.naturalspublishing.com/Journals.asp %Ng =) 369

[11] B.B Khare, S. Srivastava, Estimation of population masing auxiliary charactersin presence of non respongemdhAcademy
of Science letters-Indid,6(3), 111-114. (1993).

[12] M. H Hansen, W.N Hurwitz, The problem of non responseample surveys, Journal of The American Statistical Assimria1,
517-529 (1946).

[13] D.T Searls, The utilization of a known coefficient of iaion in the estimation procedure, Journal of The AmeriSsatistical
Association59, 1225-1226. (2002).

[14] B.B Khare, S. Kumar, Estimation of population mean gskmown coefficient of variation of the study character ingerece of
non response, Communication in Statistics-Theory and odeth, 2044-2058 (2011).

[15] R. Singh, and B.V Sukhatme, Optimum Stratification, Alsnof the Institute of Statistical Mathematics (AISI2}, 515-528
(1969).

[16] R. Singh, and B.V Sukhatme, Optimum stratification widio and regression method of estimation, Annals of thétlie of
Statistical Mathematic25, 627-633 (1973).

[17] B.B Khare, Allocation in stratified sampling In presenaf non-response, MetreH (I/Il) , 213-221 (1987).

[18] B.B Khare, Estimation of population mean in hetrogen@aopulation in the presence of non-response, Presentsdtional
conference on recent devolopment in sampling techniqueelatéd inference, at BHU , India, April 14-16 (1995).

[19] C. Kadilar, H. Cingi, Ratio Estimator in stratified salimg, Biometrical Journa5(2), 218-225 (2003).

[20] C. Kadilar, H. Cingi, A new ratio Estimator in stratifis@mpling, Communication in Statistics-Theory and MetBdd597-602
(2005).

[21] F.C Okafor, On double sampling for stratification witihsampling the non-respondents, Journal of Indian SocthPariculture
Statistics48, 105-113 (1996).

[22] B. B Khare, Seperate Generalized estimators for pejomanean in the presence of non-response in stratified rarsgonpling,
Advance in Statistics and Optimization , 150-158 (2013).

[23] B.B Khare, S. Srivastava, Study of conventional andrakitive two phase sampling ratio, product and regressbmators in
presence of non response, Proceedings of the National AgadgScience letters-Indi@5(a)ll, 195-203 (1995).

[24] H.P Singh, M.R Espejo, Double Sampling Ratio-produstifiator of a Finite Population Mean in Sample Surveys, Jalunf
Applied Statistic84(1), 71-85 (2007).

[25]US Census Bureau, State and County Quick-Facts Data rcSou for Labour  Statistics, 99,
(2012):URLhttp://quickfacts.census.gov/qfd/states/48/4849M.fOnline; accessed 10-May-2015].

[26] Statistics Education, Diamond Pricing Data from Jalrnof Statistics Education Volume 9 (2001),
URL:http://www.amstat.org/publications/jse/conte@&01.htmI[Online; accessed 19-May-2015].

Shakeel Ahmad Lecturer, Department of Mathematics and Statics, The Usitye of
Lahore, Sargodha Campus, Pakistan

Javid Shabbir Chairman, Department of Statistics, Quaid-i-Azam Uniitgislamabad,
Pakistan

‘, ;

i

Wagqar HafeezLecturer Department of Statistics University of Centrahfib, Sargodha
Campus, Pakistan

(@© 2016 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp
http://quickfacts.census.gov/qfd/states/48/48497.html
http://www.amstat.org/publications/jse/contents_2001.html

	Introduction
	Notations
	The Estimators
	Some additional estimators
	The Mean Squared Errors
	Efficiency comparison 
	Numerical Study
	Conclusion

