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Abstract: In this paper, consider dual to ratio estimator for estingathean using auxiliary information on both occasions irtessive
sampling scheme. Dual to ratio estimators have been deselbp Srivenkataramana (1980) under simple random samplisigg
this estimator under successive sampling scheme, the hibsiaan squared error are obtained upto the first order obzippation
and show theoretically that the proposed estimator is mfficéemt than the Cochran’s estimator using no auxiliaryialale and simple
mean per unit estimator. Optimum replacement strategpdiscussed. Results have been justified through empinieapretation.
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1 Introduction

Now a days, it is often seen that sample surveys are not linbitene time inquiries. A survey carried out on a finite
population is subject to change overtime if the value of gttlthracter of a finite population is subject to change (dyioam
overtime. A survey carried out on a single occasion will pdevinformation about the characteristics of the surveyed
population for the given occasion only and can not give arigrination on the nature or the rate of change of the
characteristics over different occasions and the averagiee\of the characteristics over all occasions or most tecen
occasion. A part of the sample is retained being replacethfonext occasion ( or sampling on successive occasions,
which is also called successive sampling or rotation sargjpli

The successive method of sampling consists of selectinglsamits on different occasions such that some units are
common with samples selected on previous occasions. Iflsaggm successive occasions is done according to a specific
rule, with replacement of sampling units, it is known as gsstve sampling. Replacement policy was examined by Jessen
(1942) who examined the problem of sampling on two occasieithout or with replacement of part of the sample in
which what fraction of the sample on the first occasion shdé@deplaced in order that the estimatorYofmnay have
maximum precision. Yates (1949) extended Jessen’s schetthe situation where the population mean of a character
is estimated on each ¢h > 2) occasions from a rotation sample design. These results gesreralized by Patterson
(1950) and Narain (1953), among others. Rao and Mudhdk&3)1&nd Das (1982), used the information collected on
the previous occasions for improving the current estinidd¢a regarding changing properties of the population &<ir
counties and unemployment statistics are collected rdgua a sample basis to estimate the changes from one oocasio
to the next or to estimate the average over a certain perindmfortant aspect of continuous surveys is the structure of
the sample on each occasion. To meet these requirementsssive sampling provide a strong tool for generating the
reliable estimates at different occasions.

Sen (1971) developed estimators for the population meaheanurrent occasion using information on two auxiliary
variables available on previous occasion. Sen (1972, 1&8nded his work for several auxiliary variables. Sieglal
(1991) and Singh and Singh (2001) used the auxiliary inféienmaon current occasion for estimating the current
population mean in two occasions successive sampling argh$2003) extended his work fbr-occasions successive
sampling. Feng and Zou (1997) and Biradar and Singh (200 tise auxiliary information on both the occasions for
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estimating the current mean in successive sampling. In nséogtions, information on an auxiliary variate may be
readily available on the first as well as the second occasfonexample, tonnage (or seat capacity) of each vehicle or
ship is known in survey sampling of transportation and nunalb®éeds in hospital surveys.

Most of the studies related to dual to ratio estimators haemlueveloped by Srivenkataramana (1980). He considered,
the relationship between the response y and the subsidéigte x, is linear through the origin and variance of y is
proportional to x. It is assumed that X is known. Motivatedhaihe above argument and utilizing the information on
an addition auxiliary variable is available on the both @ioas, the dual to ratio estimator for estimating the paojta
mean on current occasion in successive sampling has bepoge. It has been assumed that the additional auxiliary
variable over two occasions.

The paper is spread over ten sections. Sample structurecdatioms have been discussed in section 2 and section 3
respectively. In section 4, the proposed estimators haga fmulated. Properties of proposed including mean squar
error are derived under section 5. In section 6, optimuma@hent policy is discussed. Section 7 contains comparison
of the proposed estimator with Cochran (1977) and simplennpea unit when there is no matching from the previous
occasion and the estimator when no additional auxiliargrimiation has been used. In Section 8 and 9, the theoretical
results are supported by a numerical interpretation anelgwclusion in Section 10.

2 Selection of the sample

Consider a finite populatiod = (U1,U,...Un) which has been sampled over two occasions.X@bdy be the study
variables on the first and second occasions respectivetiigiuassumed that the information on the auxiliary vagabpl
whose population mean is known which is closely relatedifpesy related) tox andy on the first and second occasions
respectively available on the first as well as on the secordsion. For convenience, it is assumed that the population
under consideration is large enough. Allowing SRSWOR ($nfipandom Sampling without Replacement) design in
each occasions, the successive sampling scheme as foleasied out:

—n units which constitutes the sample on the first occasion.rdloen sub sample afn=nA (0 <A < 1) units is
retained (matched) for use on the second occasion.

—In the second occasiam, = nu (=n—ny) (0 < p < 1) units are drawn from the remainirii\ — n) units of the
population. Whergu is the fraction of fresh sample on the current occasion.

So that the sample size on the second occasion isidlsmA + np).

3 Description of Notations

The following notations in this paper.

The population mean of the study variable on the first oceasi

The population mean of the study variable on the secondsomta

Z: The population mean of the auxiliary variable on both omras

Sﬁ: Population mean square pf

Z,: The sample mean based ounits drawn on the first occasion.

zp,: The sample mean based mpnunits drawn on the second occasion.

Xn: The sample mean based onnits drawn on the first occasion.

Xnm,: The sample mean based iy units observed on the second occasion and common with thedasion.
Yn,: The sample mean based mpunits drawn afresh on the second occasion.

Ynnm: The sample mean based @ units common to both occasions and observed on the firstioccas
pyx: The correlation coefficient between the variabjes x.

Pxz: The correlation coefficient between the variabies z.

pyz The correlation coefficient between the variabjes z.

Nm: The sample units observed on the second occasion and cowmitiaihe first occasion.

ny: The sample size of the sample drawn afresh on the secondionca

n: Total sample size.

X:
Y:
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4 Proposed Product Ratio Estimators in Successive sampling

In this section some dual to ratio estimators using one @uyivariable have been proposed. To estimate the popunlatio
meanY on the second occasion, two different estimators are stejekhe first estimator is dual to ratio estimator based
on sample of size,(= nu) drawn afresh on the second occasion and is given by:

_
th, = YnUT, (4.1)
wherez, * = (1+ 9)Z —gZandg = N+ The second estimator is a chain dual to ratio estimator bais¢be sample of
sizenm(= nA) common with both the occasions and is defined as,

_ Xzt
toy = Yy —m 4.2
n = Yo 5 (4.2)

wherexn, * = (1+9)X — g, Xn* = (1+g)X —gxandg = N5~ Combining the estimatots, andty,,, the final estimator
tyr as follows

tar = Yo, + (1 — Y)tny, (4.3)
where  is an unknown constant to be determined such M8E(ty,) is minimum and prove theoretically that the
estimator is more efficient than the proposed estimator)i@dchran (1977) when no auxiliary variables are used at any
occasion.This classical difference estimator is a widskyduestimator to estimate the population mgam successive
sampling. Itis given by

y_2/ = @)72u + (1 - @)y&ma

whereg, is an unknown constant to be determined such\mﬁ)om is minimum andy,,” = ya, is the sample mean of
the unmatched portion on the second occasionygne: yom+ b(y1 — yim) is based on matched portion. The variance of
this estimator is

o 2
V(Ppop = 11— PR 2.

Similarly, the variance of the mean per unit estimator i®gity

2
V(Y):%.

4.1 Properties ofg,

Sincetp, andty,, both are biased estimatorstgf, therefore, resulting estimatty; is also a biased estimator. The bias
andMSE up to the first order of approximation are derived as usingelaample approximation given below:
@u :Y_(l"_anu)ﬂ )ﬁ"m :Y_(1+ e)7nm)7
Xnm = &(1+e5<_nm)7 Xn = X(1+exg),
z =Z(l+ez), zy, =Z(l+eg,)
whereey, , €y, 6%, & €4, Zn, are sampling errors and are of very small quantities. Wenasshat
E(ey,) = E(ey,,,) = E(&,,) = E(e;zn) = E(ez;;) = E(&z,) = 0. Then for simple random sampling without replacement
for both first and second occasions, we write by using ocoagise operation of expectation as:

E&,) = (- #)SEE,) = (2-4)%
E(,) = (&-1)$EG) = (-
1_

EE&)=(G-nS
Eanen) = (&%) Se E(emo) = (&~ 1) Sx
EGmoan) = () S E(6i,80) = (3 %) S
E (& e5) = (7 1) S E(ex,80) = (5. &) S
E (e 65) — (1 &) S E(enes) = (7 — 1) Se

Derivé the bias ofnu inlemma 4.1.
Lemma 4.1The bias oft, denoted by By, ) is given by
Bltn,) = —Y (£ — &) 9SS
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ProofExpressing (4.1) in terms &fs and get
t, = Y(1+65,)[(1+0) —9(1+e5,)]
= (1+ey,)(1—0geg, ).
Taking expectation on both sides and ignoring higher orders

— - (1 1
Bt~ ¥) = Voo~ ) E@ra)

Bltn) =¥ (5 ) 905

The bias oty,, is derived in lemma 4.2.

Lemma 4.2The bias ofit, is denoted by By, )given by
Bltn) =¥ (%~ 1) (S SS0+ (3~ &) [-9pvS S
Proof Expressing (4.2) in terms @fs, get

the = Y(1+65,)(1+65) H(1—geq ) (1—ges).

Expanding the right hand side and neglecting the terms vatiep two or greater and get

thy = Y[(1+ 65, — 65, + €, — &;,,6%,)

(198, — 965, + 965, €5,)].
Taking expectation (4.5) on both sides,

Bltw) =¥ (2~ 3) (-0 + (31 ) FopuSS

Nm N
Using 4.1 and 4.2, derive the biastgf.

Theorem 4.1Bias of the estimatoyt to the first order approximation is,

B(tdr) = WB(tnu) + (1 - LIJ)B(tnm)a

where

B(tn,) = —Y (é - %) 99y7S/S.

and

Bltm) =7 (- ) (5 580+ (5 - 1) (-9mS.

ProofThe bias of the estimatay, is given by
B(tar) = E(tar—Y)

Bltar) = WE(tn,— Y) + (1= Y)E(ta, —Y),

Using lemma (4.1) and (4.2) into equation (4.7), the expoed®r the bias of the estimatty, as shown in (4.6)

We derive the MSE off,, in lemma 4.3.

Lemma 4.3The mean square error af tdenoted by Ny, ) is given by
M(tn) = Y2 (2 — %) [+ &S~ 200,58

(4.4)

(4.5)

(4.6)

(4.7)
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Proof Expressindy, in terms ofe's, get
th, = Y(1+67,)(1—0ez,)- (4.8)

Expanding and squaring(4.8), the right hand side and nigdethe terms with power two or greater,

th, = Y(1+ ey, —065,)°

th, = Y(1+ 6, +0d°&, — 296, €7, )-
Taking expectation (4.9) on both sides andgét,, )
1 1
M(tn,) = Y? (n—u - N) [ +9°S — 290,55

The MSE ofty,, is derived in lemma 4.4
Lemma 4.4The mean square error of t denoted by Nty,,) is given by

M (tny,) = \72[(ni - %) g+ (i - %) (9°SE —29pS/S) +

m Nm

(1 - %) (¢S - 200,55

n

Proof Expressindy,, in terms ofe's,

o Jla+eX—gl+en )X] [(1+9)Z-g(1+e5)Z]

= Y(1+e5,)(1- g8, ) (1-eg)(1—e5).

Expanding (4.10), the right hand side and neglecting thegsevith power two or greater, get

thn = Y (1465, — O, — 96, — 965)-

(4.9)

(4.10)

(4.11)

(4.12)

Squaring on both sides (4.11) and taking expectat®E of the estimatoty,, upto first order of approximation as,

Mita) = V({5 ) §+ (1 5 ) (6572005850 +

Nm Nm

Using lemma 4.3 and 4.4, we derive the MSEpf

Theorem 4.2The mean square error of the estimatgrtb the first order approximation is,
M(tar) = W?M(tn,) + (1 — ¥)°M(tny,) + 20(1 — )COMtny, thy,)

where

M(tn,) = Y2 (n—lu - %) S+ 9°S + 200y:5, S

M (tny,) = \72[(ni - %) g+ (i - %) (9°S3 —29pS/S) +

m Nm
(% - %) (0°S — 20P7:5/%))-
and

Cowtnu,tnm) = 0

(4.13)

(4.14)
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Proof.The mean square error of the estimdtgris given by
M(tar) = E(tar — Y)?

M(tar) = E[((tn, = Y) + (1= ) (tny — V)12, (4.15)

M(tdr) = sz(tnu) + (1 - ('IJ)ZM (tnm) + 2""’(1_ l,U)COV(tnu,tnm),
using lemma (4.3) and (4.4) into the equation (4.15), theesgion for theM SE of the estimatoty, as shown in (4.14)

Remark 4.3The estimators,f and t,,, are based on two independent samples of sizemd ny, respectively, therefore
the covariance term has been vanished.

5 Minimum Mean Square Error of t 4,

To obtain the optimum value af, partially differentiate the expression (4.14) with reste ¢, and put it equal to
zero, we get

M (tn,)
Yopt = m (5.1)
substituting the values & (tn,) andM(ty,,) from (4.10) and (4.13) in (5.1), get
Yopr — At Hke)
(ke + pka)
_ H[(ka+ pko)]
o (ke + pPko)
. Substitution ofyopt from (5.1) into (4.14) gives optimum value MfSEof ty, as:
M (tr, )M (th,)
M (tar)opt = m (5.2)
Substituting the values &l (t,,,) andM(tn,) from (4.9) and (4.10) in (5.2), get
2
M (tar)opt = % {%] ) (5.3)

, Wherek; = 1492 — 20pyz ko = 20(Pyx— Py2), herep (= o) is the fraction of fresh sample drawn on the second occasion.
Again M(tqr)opt derived in equation (5.3) is the function pf To estimate the population mean on each occasion the
better choice ofz is 1 (no matching). However, to estimate the change in mean éme occasion to the other,should

be 0 (complete matching).

6 Replacement Policy

In order to estimatgy, with maximum precision an optimum value pfshould be determined so as to know what fraction
of the sample on the first occasion should be replaced andniai@jM (tyr)opt in (5.3) with respect tqu, the optimum
value ofu is obtained as,

—ki+ 4/ k2 4 kiko
. : (6.1)

ko
wherek; = 1+g? — 29pyz k2 = 29(pyx — pyz). From (6.1) it is obvious that fapy, # pyx two values offi are possible,
therefore to choose a value ff it should be remembered that<Of < 1. All other values ofil are inadmissible. If
both the real values g are admissible, the lowest one will be the best choice aslitaes the total cost of the survey.
Substituting the value gl from (6.1) in (5.3),
1 k2 + fikiko
n | ky+ [J2|(2

i:l:

M (tar )Jopt = (6.2)
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7 Efficiency Comparisons

In this section, to compatg, with respect tg, (i) sample mean of, when a sample units are selected at second occasion
without any matched portion. (i) difference estimator ¢@an 1977) when no auxiliary information is used at any

occasion, have been obtained for known valuggyeaindpy,. Sincey randY are unbiased estimators'f their variances
for largeN are respectively given by

2
vig =3 (7.1)
a 2
VT op = [14/(1- o) 3 (7.2)

For different valuegyx andpy,, the below shows the optimum valueof That isfi. The percent relative efficiencie’;
andR; of topt with respect toy andY respectively, where

Ri= YY) 100
( dr )opt
and N
V(Y
Ry = ~Wopt 509
M(tdr)opt

The estimatot,, (at optimal conditions) is also compared with respect toesmatorsy (y) andV(\?), respectively.
Where

M (tpr)opt =

1
! (7.3)

k2 + ﬁklkzl
ki + U2k;
and

p= o ; (7.4)
wherek; = 14 g% — 2gpyz, k2 = 29(pyx — Py2)-

7.1 Empirical Study

The expressions of the optimum value f(i.e. 1) and the percent relative efficienci& and R, are in terms of
population correlation coefficienyy andpy,. The Table 7.1. shows that the valuegpiR; andR; for different choices

of pyx, pyzandp.

Table 1: Table 7.1. optimum values @f and percent relative efficienciestgf with respect toy andY
Pyz Pyx

0.2 0.4 0.6 0.8

[ | 0.4973| 0.5026 | 0.5081| 0.5139
0.3 | Ry | 104.66| 105.82| 106.98| 108.19
R, | 91.24 | 96.23 | 101.41| 86.55
[ | 0.4920| 0.4973| 0.5028 | 0.5085
05| Ry | 108.14 | 109.17| 110.50 | 109.89
Ry, | 107.03| 104.62 | 108.44| 87.79
[ | 0.4864 | 0.4916| 0.4972| 0.5029
0.7 | Ry | 111.18| 113.03| 114.29| 115.62
Ry, | 110.67| 108.31| 102.86| 92.49
[ | 0.4805| 0.4858| 0.4913| 0.4970
09| Ry | 115.79| 117.06| 118.38| 119.76
R, | 114.61| 72.92 | 106.53| 95.80
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8 Numerical Illustration

The results obtained in previous selections are now exaiwitith the help of one natural population set of data.
Population Source: [Free access to the data by the Statisti€Abstracts of the United States.]Let Y (study variable)
be the level of corn production (in per acre) and Z (auxilieayiate) be the dosage of fertilizer using in corn filed in 50
counties in the United states in 2007 and X be the corn praztuict the year 2006 in the States of United states.

Based on the above description, the values of the diffeezntired parameters for population is,

N=50,X =139 Y =118 S,? = 33142, pyx = 0.9827, p,; = 0.2141 [i = 0.4796 Yopt = 0.4996

Table 2: Table 8.1. Percent Relative Efficienciesgfwith Respect ty andY

f g Relative Efficiencies
0.5 1 Ry =4018.18
Ry, =2381.82
0.7 | 2.33 R1 =4063.95
Ry =2408.15
0.9 9 R; =4068.33
R, =2410.87
where
R— YO
M(tdr)opt
and
Ry — Y (Y)opt
M(tdr)opt
Pyz Pyx
-0.2 -0.4 -0.6 -0.8
[ | 0.4973| 0.5026 | 0.5081| 0.5139
-0.3 | Ry | 104.66| 105.82 | 106.98 | 108.19
Ro | 91.24 | 96.23 | 101.41| 86.55
[ | 0.4920| 0.4973| 0.5028 | 0.5085
-0.5| Ry | 108.14| 109.17 | 110.50| 109.89
Ry, | 107.03| 104.62 | 108.44| 87.79
[ | 0.4864| 0.4916| 0.4972| 0.5029
-0.7 | Ry | 126.18| 135.03 | 142.29| 159.62
Ry, | 135.67 | 142.31| 159.86| 192.49
[ | 0.4805| 0.4858| 0.4913| 0.4970
-09 | Ry | 115.79| 117.06| 118.38| 119.76
Ry, | 114.61| 72.92 | 106.53| 95.80
(@© 2018 NSP
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Table 3: Table 8.2. MSE and Bias of Different Estimators.

MSE Bias [Bad
M(tar)opt = 3.2585 | -734816.16| 6227.255
V(y) = 132.5680

V(Y)opt = 78.5600
M (tar Jopt =2.3275 | -484314.82| 4104.36
V() = 94.6914

V(Y)opt =56.1143
M(tar)opt = 1.8103 | -163808.63| 1388.20
V(y) = 73.6500

V(Y)opt = 43.6440

9 Interpretations of Empirical Results of ty,

From Table 7.1., the relative efficiency is observed thastiggested estimator is compared with mean per unit estimato
and Cochran (1977) estimator. So, the use of auxiliary médion at both occasions is justified.

1.For fixed values ofyy, the value oR; andR; are increasing with increasing valuesiond the increasingy,.

2.The values oRy, R, andp are increasing with increasing valuesogi. This is an agreement with the results Sukhatme
et.al (1984), which justifies that higher the value @f, higher the fraction of fresh sample required at the second
(current) occasion. _

3.For fixed values ofyyx andpy,, there is appreciable gain in the performance of the prapestmatoty, overy andY
with the increasing value gi.

10 Conclusion

From Table 7.1. clearly seen that the valugiofat optimum condition) also exist for both the consideredpations.
Hence, it justifies that the suggested family of estimatgris feasible under optimal conditions.

Tables 8.1. and 8.2. indicates that the suggested estisigtat optimum conditions is preferable over sample mean per
unit estimator and also performs better than the Cochratimator.

Hence, it may be concluded that the estimation of mean a¢wctuuasing auxiliary information on both occasions in
successive sampling is highly in terms of precision and ceduthe cost of survey.clearly indicates that the proposed
estimators is more efficient than simple arithmetic meaimasbr and Cochran (1977) estimator. The following
conclusion can be formed from Tables 7.1. For fix®g, pyx, and u, the values ofR; and Rpare increasing. This
phenomenon indicates that smaller fresh sample at curceas@mn is required, if a highly positively correlated aiaxy
characters is available. That is the performance of pr@tisf the estimates also reduces the cost of the survey.

11 Perspective

Table 7.1. clearly indicates that the suggested estimatansre efficient than simple arithmetic mean and Cochrai{}L9
estimators. The following conclusion can be made from T@bleFixedpyy, the values oR; andR; are increasing while

[t is decreasing with the increasing valueppf This phenomenon indicates that smaller fresh sample atusccasion

is required, if a highly positively correlated auxiliaryatfacters is available. For Fixgs,, the values oR; and i are
increasing whileR; is decreasing for initial values of the increasing valuepgf Thus behavior is in agreement with
Cochran (1977) results, which explains that more the vafyg,0 more fraction of fresh sample is required at current
occasion. That is the performance of precision of the estisnas well as reduces the cost of the survey.

Under the given framework (Tables 8.1.and 8.2.) tables jtoissible to reduce the bias and mean square error of
the estimator, the analytical and empirical results supii theoretical justification of the work. The estimatioh o
population mean on successive occasions should be enealaaghere are numerous practical situations that redngre t
estimate of mean at different points of time as the charaetes time dependent. Hence, the proposed estimators should
be recommended for their use in practice.
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