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Abstract: The objective of this study is to develop a new multigrarialaihano topological model, called MultGranular nano
topology. We study this model from three aspects, which@set, upper approximation and their properties, to incoafthe types
of Multi *-granular nano topology based on the intrinsic configuratibsets and then the conjunction and controversy wererdédit

in the midst of Nano topological space and among the two tgpd&ulti-granular nano topological spaces. Further maserhphasize
our Multi*-granular nano topological model some examples are carsidehich are efficacious for implementing this hypothésis
practical applications.
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1 Introduction 2 Preliminaries

The following recalls necessary concepts and

preliminaries required in the sequel of our work.

Definition 2.1:[2]: Let % be a non-empty finite set of
Lellis Thivagar et al 2] interjected a nano topological objects called the univers@ be an equivalence relation
space with respect to a subset X of an universe which i®n % named as the indiscerniblity relation. Elements
defined in terms of lower and upper approximations of X. belonging to the same equivalence class are said to be
The elements of a nano topological space are called thindiscernible with one another. The p&i#/,R) is said to
nano-open sets. But certain nano terms are satisfie@e the approximation space. L¢tC 7.
simply to mean "very small”. It originates from the Greek o ) ,
word 'Nanos’ which means 'dwarf in its modern ()The Lower apppropmaﬂon quW|th respect to R is
scientific sense, an order to magnititude - one billionth of ~ the set of all objects, which can be for certain
something. Nano car is an example. The topology classified as X with respect to R and it is denoted by
recommended here is named so because of its size, since | ;(x). That is, Lr(X) = { U {R(X): R(X) C X}
it has atmost five elements in it. In view of granular %
computing ], nano topological space is based on a  Where R(x) denotes the equivalence class determined
single granulation (only one indiscreniblity relationyutB by X.
this concept of Multi-granular nano topological model (i) The Upper approximation of X with respect to R is the
where the set approximations are defined by Multiple  set of all objects, which can be possibly classified as X
indiscreniblity relations on the universe. More over,  With respectto R and it is denoted by
several significant measures were found, and their
conjunction and controversy were delibrated precisely RX) = U {RX) R NX 7 0}
among nano topological space and between two types dfiii)The Boundary region of X with respect to R is the set
MGNT, and also some examples are considered which are of all objects which can be classified neither as X nor
beneficial in solving practical problems. as not -X with respect to R and it is denoted by
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Br(X) = Ur(X) — Lr(X).

Definition 2.2:[2]: Let % be the universe, R be an
equivalence relation on w and
R(X) = {%,0,Lr(X),Ur(X),Br(X)} where X C %.
Tr(X) satisfies the following axioms:

()% and De Tr(X)
(i) The union of elements of any subcollectionm{ X) is
in Tr(X).
(ii)The intersection of the elements of any finite
subcollection ofir(X) is in Tr(X).

That is, Tr(X) forms a topology or?z called as the
nano topology on% with respect to X. We call
{% ,1r(X)} as the nano topological space.

Definition 2.3:[3]: Let  be the universe and P, Q be any
two equivalence relations on % and
TP+Q(X) = {%707 LP+Q(X)7UP+Q(X)7BP+Q(X)} where
XC¥%.

(ILpso(X) = U {1X:P(x) X or Q(x) € X}.
XEY
(iNUpso(X) = {[¥:P(x)NX #£0and Q(x) N X # 0}.
XEZ
(i) Bp4 o(X) = Up-.(X) — Lp+q(X).
That is, Tr1g(X) forms a topology or?Z called as the
Multi-granular nano topology oz with respect to X.

We call (%,tr1q(X)) as the Multi-granular nano
topological space.

X

N

Definition 2.4:[3]: Let % be the universeZ /P, % /Q be
any two equivalence relations defined @n Then union
of two equivalence relations is defin@d/PUQ as

% /[PUQ={RNQ;:Re%/P,Qjc%/Q&PNP; #0}.

Definition 2.5:[2]:: Let  be the universe of objects and P,
Q be any two equivalence relations @nandtp o (X) =
{% 0, LPUQ(X),UPUQ(X), BpUQ(X)} whereX C % .

(Lp.ol¥) = U {IV] € %/PUQ: Y] £ X).

(i)Upug(X) = U {IY) € % /PUQ: [Y]nX # 0}
ye?

(i) Bruo(X) = Upuo(X) — Lpo(X).

That is, Tpuo(X) forms a topology o/ called as the
multi-granular nano topology in terms of union a#
with respect to X. We call(%,tpuo(X)) as the
Multi-granular nano topological space in terms of union.

At every moment, in this papef” is a
non-empty, finite universeX C %; P and Q are two
equivalence relations on % respectively.
LP*Q(X) , UP*Q(X), BP*Q(X) and TP*Q(X) are the
Multi*-lower, Multi*-upper approximations,
Multi*-boundary and the Multigranular nano
topological space based on the MtHgjranulation.

3 Multi *-Granular Nano Topology (M*GNT)

In this section we insinuate a new nano topology
called Multi*-granular nano topology in terms of the
Multi*-lower and Multi-upper approximations of a set
and its Multi-boundary region.

Definition 3.1: Let %7 be the universe. P,Q be any two
equivalence relations o named as the indiscerniblity
relation. Elements belonging to the same equivalence
class are said to be indiscernible with one another. Let
XC%.

() The Multi*- lower approximation of X with respect to
P and Q is the set of all objects which and it is
denoted by Lp.o(X). That is,
Lp.o(X) = U {[X: P(x) C X and Q(x) C X}, where
XEU
P(x) and Q(x) denotes the equivalence class

determined by x.

(iThe Multi*- upper approximation of X with respect to
P and Q is the set of all objects which can be possibly
classified as X with respect to P and Q and it is
denoted byp,q(X). That s,

Up.olX) = U 114 PO N1X # 00r Q)X 0},

XEU
where P(x) and Q(x) denotes the equivalence class
determined by x.

(iii)The Multi*-boundary region of X with respect to P
and Q is the set of all objects which can be classified
neither as X nor as not X with respect to P and Q and
it is denoted byBp.q(X). That s,

Bp.q(X) = Up.q(X) — Lp.q(X).

Definition 3.2: Let % be the universe and P,Q be any two
equivalence relations on w and
p.Q(X) = {%,0,Lp.q(X),Up.q(X),Bp.q(X)} where

X C % . Thentp,q(X) satisfies the following axioms:

()% and 0c Tp.q(X).
(i) The union of elements of any subcollection®f.o(X)
is in Tp.o(X).
(iiThe intersection of the elements of any finite
subcollection oftp.q(X) is in Tp.q(X).
That is, Tp.q(X) forms a topology onz called as the
Multi*-granular nano topology of#” with respect to X.
We call (%,tp.q(X)) as the Multi-granular nano
topological space.

3.3:

Example Let % {a,b,c,d,e} and
u [P {{a},{b,c,d},{e}} and
% /Q = {{b},{a},{c,d,e}} be two equivalence relations
on % and let X = {acd} C %. Then
Lp*Q(X) {a},Up*Q(X) w and
Bp.q(X) = {b,c,d,e}, hence the Multi-granular nano
topOIOgyTP*Q(X) = {%707 {a}7 {b7 C,d,E}}-

Proposition 3.4:1f [Tp.q(X)] is the Multi*-nano topology
on < with respect to x, then the
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B ={U,0,Lp.q(X),Bp.q(X)} is the basis foftp.q(X)]. Hence Lp,o(X) = Lp(X) NLg(X).
(ii): For any [xle Up,o(X), we have

Proofi) U A=%.
Ac A

(if) Consider% andLp.q(X) from A. Let W= Lp,q(X).

since % Ntp.(X) = Lpo(X), C ZNLpio(X) and
every X in% (Lp.q(X) belongs to W. If we conside®

and Bp.g(X) from %, taking W= Bp,g(X),

WC % NBp.q(X) and every x in% (\Bp.o(X) belongs
to W, since % NBp.g(X) = Bp.o(X). And when we

e Upg(X) <= [PXINX # 0or[QX)]NX # 0.
= X € Up(X)or[x] € Uo(X).
<= [X] € Up(X) UUq(X).

Theorem 3.8: Let (%,%) be the approximation space
U |P,% /]Q € R be two equivalence relations defined on
« respectively. LeX C 7%, then the following properties
hold:

considerLp,q(X)NBp.o(X) = 0. ThusZ is a basis for () Lp.o(X) C X.
th.q(X). ()Up.g(X) DX
Proposition 3.5 Let %7 be non-empty, finite universe and ((Iil\ll))b';*Q((x c)) _ [[EE*Qch'
X C %, Let Tp.o(X) be the Multi-nano topology or/ (v)Lp*Q((Z)) 0 QUL
with respect to X. Theifitp.q(X)]© whose elements ai¥ (vi)Upi?g((D) —0.
for A € 1p.o(X) is a topology or? . (Vi) Lpoo (%) = % .
Proof.The Multi*-granular nano topology oz with (Vi) Up.q(%) = % .
respect to X is given by (X)Lrq(X)=Lawr(X).
BoX) = {%.0.Leig(X).Up(X).BrolX)). (09Up-q(X) = Ua:p(X)-

eretore Proof.(i). For any [X] € Lp.o(X) it can be known that
(1p.0(X)J° = (7,0, 1Lp.gOOI%, Upa0OI%, BralOITh. o0 x e to € howerar b ¢ o0 ang
Consider [Lp’g (X)] U UpoX)]° f X € [Q(x)]. So we can havelx € X and hence
[Leo(X)INUp(X)I° = [Lpq(X)° € [TP*Q(XC)] Lp.o(X) C X.
[Lp.(X)]°U [BP*(Q(X)] . [LP*Q(X)]QBP*Q( e 9 ~  (ii). For any[x] € X, we havex] € [P(x)] and[X] € [Q(X)].
% € [Te.q(X)I". A(\:nd [Up-q(X)] > [Bp:(X)] o SoPXNX=#0orQXnX#0, hencelx € Up.q(X).
Upo(X)INBro(X)I* = BeoX)I° € [pa(X)" pencex ¢ Up,o(X).
Also [LP*Q(X)]C U [UP*Q()_()]C U [BP*-Q(X)]C =0°=% ¢ (iii). EOI‘ any [X] c LP*Q(XC), then
[Tp*Q(X)]S. Thus, arbitrary union ofC members of ¢ Lp.q(XS) < P C XE, Qx| € X & [P(x)]NX =
QO are oI (OO RS0 0o [Q(0]NX =0 [ ¢ Up.o(X) > [ € [Up (X"
LeX)*NUp(X))® = [Lpa(X) U Up(X)I® = HencelLp,q(X¢) = [Up.o(X)].
[Up.(X)]° € [Tp.q(X)]® [LP*Q(X)]CQ[BP*Q(X)]? = (iv). By the above, we havep.q(X) = [Up.q(X°)]°. So it
Lpo(X)] U [Bro(X)® € [trg(X).  since,  can be obtain thdtp.o(X)]° = [Up.o(X°)].
Lr.o(X)] U BpwaX)]® € [tra(X)]¢ and  (v). From (1) we havelp.q(0) C 0, besides it is well
[Up.q](X)]°N[Br«q(X)]® = [Up.q(X)] U [Bp.q(X)]° =  known that 0C Lp.q(0). SoLp.q(0) = 0.
[Upr.q(X)]® € [trq(X)]°. That is, finite intersection of (vi). If Up.q(0) # 0, then there must exist[& € Up.q(0),

members of [1p.q(X)]¢ belongs to [tp.o(X)]®. Thus,
[Tr.o(X)]¢ is a topology onZ .

Example 3.6 Let % {a,b,c,d,e}. and
u /P = {{a,b},{c,d} {e}} and
% /Q={{a,c},{b,e},{d}} be two equivalence relations
on % and let X {c,d} C % .Then
Lp.o(X) = {d},Up.q(X) {a,c,d} and
Br.o(X) = {a,c}, hence the Multi-granular nano
topology tp.(X) = {%,0,{a},{b,c,d,e}}. Thus,
Bpo(X) ={% ,0,{d},{a,c}} is the basis forp.q(X).
Theorem 3.7: Let (%,%) be the approximation space
U /P,% /]Q € R be two equivalence relations defined on
% respectively. LeX C %, then the following properties
hold:

(i)Lp-q(X) = Lp(X) NLa(X)

(i) Upso(X) = Up(X) UUg(X)
Proof.(i): For any [xle Lp.(X), we have
[Xle Lpo(X) <= [P(X)] € X,[Q(X)] < X

< [X € Lp(X),[X] € Lo(X), <= [X] € Lp(X) NLo(X).

so we can find tha®(x) N0 # 0 andQ(x) N0 # 0, hence a
contradiction. ThudJp.q(0) = 0.

(vil). Lp.q(%) = Lp.q(0)° = [Up.q(0))¢ =
(viii). Up.q(%) = Up.q(0)° = [Lp.(D)]° =
(iX) & (X). It can be easily proved from the deflnmon (or)
directly.

4 Comparision and Classification

In this section we provide a comparative study of the
two types of Multigranulations and classify the types of
M*GNT.

Theorem 4.1: Let (% ,%) be the approximation space
U |P,% /Q € R be two equivalence relations defined on
%« respectively. LeX C %, then the following properties
hold:

(ILp:(X) € Lpiq(X) € Lpug(X).
(i) Up.q(X) 2 Up1q(X) 2 Upuq(X).
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Proof.(i): Since Lpig(X) C Lpuo(X), and also Topological property generally deals with the intrinsic
Lp.o(X) - Lpug(X), and also  structure of sets, based on this we can incorporate our
Lpio(X) = Lp(X) ULg(X), Lp.q(X) = Lp(X) N Lo(X), Nano topological space as follows:
hence
Lp.o(X) C Lp1o(X) C Lpug(X). Definition 4.6: Let %/ be a non-empty finite universe and
(i): We know that Up.o(X) 2 Upuo(X), and letX C %, /% be an indiscreniblity relation ot .
Up*Q(X) D UPUQ(X), Nano Type-1(4Ty):
but Up_;,_Q(X) = Up(X) U UQ(X). If LR(X) 75 UR(X) or LR(X) = UR(X), where
Up.o(X) = P(X) U Ug(X) Therefore, Lr(X) # 0 and Ugr(X) %, then either
UP*Q( ) D) Up_;,.Q(X), hence 1r(X) = {% ,0,Lr(X),Ur(X),Br(X)} or
Up.q(X) 2 Up;o(X) 2 Upg(X). TR(X) = {%.0,La(X)}.

Nano Type- 2(</VT2)
Theorem 4.2: Let (% ,%) be the approximation space If Lr(X) = © and Ur(X) # %, then
% /P, /|Q € R be two equivalence relations defined on rz(X) = {%,0,Ur(X)}.
% respectively. LeK C 7, then the following properties  Nano Type-3(.4 Ta):
hold: If Lr(X) # © and Ur(X) = %, then
()Lpig(X) C L(X) 0r Lo(X) C Lp,q(X). w(X) = {#0,Lr(X), Br(X)}.
(i) Up.o(X) 2 Up(X) or Ug(X) 2 Up,o(X). Nano Type-4(.4"Ty):

- - If LR(X) = 0 and UR(X) = %, then

Theorem 4.3: Let (% ,%) be the approximation space 1r(X)={%,0}.

u /P,% /Q € R be two equivalence relations defined on
7 respectively. LeX C %, then the following properties
hold:

(DBp.q(X) 2 Bp(X) or Bo(X) 2 Bp.q(X).
(ii) Br.q(X) 2 Bp1(X) 2 Bpyq(X).

Remark 4.7: Based on the classification of nano
topology, we have considered the unification of different
types of nano topology and investigated their type in
Multi*-Granular nano topological space. The following
subsection contributes the type of MtdtBranular nano

Remark 4.4: The above theorem reveals us that thetopology of X with respect to P*Q.

Multi-* lower approximation is smaller than lower
approximation in nano topology while the Multiupper

approximation is greater than upper approximation in

nano topology. Moreover, the Multi- lower
approximation is smaller than Multi-lower approximation
while the Multi-* upper approximation is greater than
Multi-upper approximation.

From the above theorem, it can be seen that the

"distance” the Multi-lower approximation and its upper

approximation is largest, which leads to larger boundary
region for a given subset X than Multi-granular nano

topology and nano topology. The following example

illustrates the results of Theorem 4.1., proposition 4.2.

and Theorem 4.3.

Example 4.5: Let % = {uy, Uy, U3, Us,Us,Ug,U7,Ug} and

/P = {{up,ur} {uz,ug} {us,us},{us,ug}}  and
%/Q = {{u,uz},{us,us,us},{Us,u7,Ug}} be two
equivalence relations oy and

let X = {Ul,U2,U3,U3} cC . %/PUQ =
{{us}, {uz}, {U37U4} {us},{ue},{uz},{us}}. Then
P+Q(X) = {uz2},Up.q(X) u,
Bp.go(X) = {u1,us,us,Us,us, Uz, ug}, and also
Lpug(X) = {u1, Uz, Ug}, Upug(X) = {U1, Uz, Ug, U3, Us}.
Lprq(X) = {uz,u, ug},
Up.o(X) = {u1,Up, U3, U4, U7, Ug},
Bpq(X) = {us,us, Uz},

hence we can conclude thaip.q(X) C Lpyg(X) C
Lrug(X) € X € Upuq(X) C Upq(X) C Up.q(X).
Bp.(X) 2 Bpiq(X) 2 Brug(X).

Table 1: Table for type ofX with respect tdP*Q

P\Q NTl NTQ NTg NT4
NT; || NTyNTo/NTy | NTyNTy | NT3INTy | NT
NT, | NGNT, | NTNT, | NT, |AT,
NG| NBINTy | NI | NTNTy | N
NT, NT, NT, | NT, | N,

Table for type of X with respect to P+ ().

Example 4.8: Verification for the entry (1,1) in the
table.
Let # = {ab,cd.e},%/P = {{a},{b,cd}, {e}},
% /Q = {{c,d,e},{b},{a}} be any two equivalence
relations defined o/
Case[i(@)} LetX ={a} C%.

LP(X) = {a} 7& 07UP(X) = {a} 7£ %7BP(X) =0
and tp(X) = {%,0,{a}}. Therefore X is of .4 Ty,with
respect to’P’.

Lo(X) = {a} # 0.Ug(X) = {a} # % ,Bo(X) = 0
and 1o(X) = {%,0,{a}}. Therefore X is of 4T, with
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respectto’'Q’.

Now,
LPBQ(X) = {a} # 0,Up.q(X) = {a} = % ,Bp.q(X) =0
an
Tp.o(X) = {%,0,{a}}. Thus X is of #"T; with respect
to 'P*Q".

Case [i(b)]: Let
% = {ab,cde},Z/P = {{ab} {cd},{e}},
% /Q = {{ac},{b,e},{d}} be any two equivalence
relations defined o/ . LetX = {c,d} C %.

LX) = {cd} # OUp(X) = {cd} #
U ,Bp(X) =0 andtp(X) = {%,0,{c,d}}. Therefore X
is of .4 Ty, with respect to’P’.

LoX) = {d} # 0Ug(X) = {acd} #
U ,Bo(X) ={a,c} and
1o(X) = {%,0.{d},{a,c,d},{a,c}}. Therefore X is of
A T1 with respect to 'Q’.

Now, Lp.q(X) = {d} # 0,Up.q(X) = {a,c,d} =
% ,Bp.q(X) = {a,c} and
p.(X) = {%,0,{d},{a,c,d},{a,c}}. Thus X is of
ATy with respect to 'P*Q’.

Case [ii]: Let
% = {abcde},%/P = {{a},{bcd} {e}},
% /Q = {{c,d,e},{b},{a}} be any two equivalence
relations defined o/

LetX={ac,d} C%.

Le(X) = {a} # O.Up(X) = {abcd} #
% ,Bp(X) ={b,c,d} and
(X) ={%,0,{a},{a,b,c,d},{b,c,d}}. Therefore X is
of 4 Ty,with respect to’P’.

Lo(X) = {a} # 0Ug(X) = facde} #
% ,Bg(X) ={c,d,e} and
1o(X) ={%,0,{a},{a,c,d,e},{c,d,e}}. Therefore X is
of #T; with respect to 'Q’.

Now, LP*Q(X) = {a} 75 0,UP*Q(X) =
{a,b,C,d,e} = %7BP*Q(X) - {bacvdve} and
p.(X) = {%,0,{a},{b,c,d,e}}. Thus X is of 4T3
with respect to 'P*Q’.

Case [iii]: Let
% = A{ab,cde},Z/P = {{ab} {cd},{e}},
% /Q = {{ac},{b,e},{d}} be any two equivalence
relations defined o/

LetX = {d,e} C .

LP(X) = {e} # 07UP(X) = {Cvdve} 7&
% ,Bp(X) = {c,d} and
(X) = {%,0,{e}c,d,e},{c,d}. Therefore X is of
A Ty,with respect to'P’.

Lo(X) = {d} # 0Ug(X) = {bde} #
U ,Bo(X) = {b,e} and
1o(X) = {%,0,{d},{b.d,e},{b,e}}. Therefore X is of
A T1 with respectto 'Q’.

NOW, Lp*Q(X) = 0,UP*Q(X) =
{b,c,d,e},Bp.q(X) = {b,c,d,e} and
Tp.o(X) = {#%,0,{b,c,d,e}}. Thus X is of 4T, with
respect to 'P*Q’.

5 Proportion Based on Measures

In this section, we have defined a new measure
nano accuracy in terms of knowledge granulation and
investigated the difference and relation ship among
MGNT and M*GNT based on their approximations and
also by means of calculating their nano accuracy and
degree of dependence of decision attribute in Recruitment
process of an software concern.

Definition 5.1: Let (% ,A) be an information system
where %/ is an non-empty finite set of objects, A is a
finite set of attributes and A is divided into a set C of
conditional attributes and a set D of decision attributes.

Definition 5.2: Let (% ,A) be an information system, let
(7 ,Tr(X)) be a nano topological space akd- %, then

the nano accuracy of X is defined as
Nr(X) = 1 — &(X)GK(R), where
&r(X) =1 (£ and GK(R)=pp [XF +XG + .. X2).

Definition 5.3: Let (%, Tp4q(X)) be a Multi-granular
nano topological space and I¥tC %/, then the Multi-
nano accuracy of X is defined as

JV%erQ(X) =1 - EerQ(X)GK(P + Q), where
Epiq(X) = 1- %Y and GK(P+Q) = GK(P) +
GK(Q).

Definition 5.4: Let (%, Tp.q(X)) be a Multi-granular

nano topological space andC %, then the Multf-nano

accuracy of X is defined as

Wﬂp*Q(X) = 1 - EP*Q(X)GK(P * Q), where
Lp.o(X

EP*Q(X) =1- “Ui*gix))“ ’

GK(P*Q) = GK(P) * GK(Q).

Definition 5.5: Let (% ,tr(X)) be an nano topological
space and let

X C %. Let % /D = {D4,D3,...Dk} be all decision
classes induced by decision attribute D and A is divided
into a set C of condition attributes, then the nano
approximation of A is called the nano degree of
dependence and is defined as

1

PDl=—
Example 5.6: Now, we can consider the problem of
finding the difference and relationship based on their
approximations and also by finding the nano accuracy and
nano degree of dependence in all the cases, of the
selection list for Recruitment in a software concern.

Consider the following table giving information

about the Selection list for Recruitment in a Software
Company. Qualification, Experience, Performance,
Technical skill and Salary Expectation are the conditional
attributes of the system, where as Decision is the decision
attribute.

[ILp(D1)[ + [Lo(D2)]]-
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In the sequelCy,Cy,C3,C4,Cs and D will stand  Let us takeX = {24, Z5, 27} C %, then
for Qualification, Experience, Performance, Technical .
skill, Salary Expectation and Decision respectively. The Leyicy(X) = {Za, Z6, 27},

domains are as follows: Uci1c,(X) = {23, 24, 25, X6, 27, Z10} }
V(;1 _{ :h » {B.E., I;/IC.A.,M.SC.,}, Lcl*cs(X) {26},

ng M um, Low U . X) = { P Dy D X By D
VC3 = {Excellent, Neutral, Good}, Crco(X) = {23, 24, 25, 26, 27, Z10}}
Ve, = {V.Good,Good,Bad} L, X
VC: = {Undernorms, Abovenorms,Veryhigh}  and éoirc(X) = 1— ILeyie,(X)l _1
Vo, = {Accept,Reject}. |UCl+Cs X) 2

ILps@(X)| 5

o (X) =1 QA2
el =1 G ()] 6

GK[Cy +C3] = GK][Cy] + GK[C3] =0.72
Table 2: Information table for recruitment process GK[Cy #C3] = = GK[Cy] * GK[C3] = 0.13

N A (105 (X) = 1= 146, [X][GK(Cr + C5)] = 0.64

Candidates | Quakficotion | Erpemence | Performance | Techmical Skill | Salary Bepectafion | Decision . .
X BE. High | Fredlled | VGood Undernorms | Aceepl A (01205 (X) = 1= ey [X][CK (Cr+Cg)] = 0.7
L | 0L | 0@t | Dled | V0wl | Unmoms | ke | Hence by comparing the above measures we can conclude
ty M, Lo Neutral Fd Veryhigh ejel that
A WS, | Mefim | Cood bud Movenorms | Rejeet N (cy4c)(X) = N (cyucy)(X)
A s, Low Neutral Fad Veryhigh Heject
& MCA, | High Good Goad Undernorms | Aceepl Eerm thi table{ 3;1 " z%\/lzv ’e%;‘at%\ﬁ;%? = {Da, D:ga
t MCA, | Mediom | Neutral Fod Veryhigh Meject Dr = {23 24 25,27, 20} Wwhere #/D =
{s BE, High | Eaeelent | ViGood Undernerms | Aceept ({20, X, X, X, o}, { X3, X, X5, X7, Z10} ).
i BE, High Fxcellent (ood Abovenorms | Aceepl From the table
iy M, Low Neutral Fod Veryhigh Heject

LC1*C3(DA) = {21, 25, 28, Zo}
Le,+c;(Da) = {21, 22, 28, Zo}
Leycy(DR) = {23, 25, Z10}
Le,+cs(DR) = {23, Za, X5, 27, Z10}

The columns of the table represent the Key factors 1 9
evaluated in the Interview and the rows represent the/[C1+Ca.0] = %) [ILcy+c3(Da)l+ [Leycs (DRI = 10
individual ability of the candidates, who attended the 1 7
Interview. The entries in the table are the attribute values y[Cy*Cs,D] = = [[Lcy«cs(Da)| + |Lcyscs (DR)] = 10

Here % = {21, %5, 23,..., 210}, the list of
candidates those who appear for the Interview in theHence, from the above it can be found that,

Software Concern.

A= {Qualification, Experience, Per formance, V[C1+C5,D] < ¥(Cy, D] < ¥[Cy +Cs, D]

Technical skill, SalaryExpectation, Decision} be the set  Y[C1#Cs,D] <y[Cs,D] < y[C1+C3,D]

of attributes. Observation 5.7: Therefore the Nano accuracy of X with

From the table, we can find that respect to
[C1 + C3](X) increases thaifCy « C3](X) and hence the
Multi-Granular nano topology becomes finer than the

U |C1 = {{ 21, X2, X8, Zo},{ X3, X4, X5, 210}, Multi*-Granular nano topology. From the contribution, it
{Ze6, Z27}} can be found that when two attribute sets in information
U Co = {{ 21, Za, X, X, Zo} { X, Zs, Z10} systems posseses a contradiction or inconsistent

relationship, or when efficient computation is required,

{Z2a, 27}} the two types of MGNT will display their advanatage for
U |Cs = {{21, 22, X8, Zo},{ X3, X5, 27, 210}, rule extraction and knowledge discovery.
{24, Zs}}
U |Cq = {{ 21, X2, X} { X3, Za, X5, 27, Z10}, . L .
(2 2)} 6 Real life application in M*GNT
U [Cs = {{21, 22, X6, 28}, { 24, 2o}, In this section we are finding the reduct attribute in
{ %3, 25,27, 210} }- the recruitment process of a software concern, using
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M*GNT and also we introduce a quantitative measure for  objects. The entries of the table are attribute values.
significance as follows.

Step2:  Generate the MBNT,  Tc .cyv..«Cn(Xa),
Definition 6.1: Let (Z,A) be an information system, TC,+Cyx...+Cm (XR) 1 BBCy 4Cy..5Cm (XA and
where A is divided into a set "C’ of condition attributes Py +Cox..1Cm (XA) -
and a set 'D’ of decision attributes. Intuitively, some
attributes are not significant in a representation and th&tep3: First we find the Multilower appproximation
removal has no real impact on the value of representation reduct.
of elements. If it is not significant, one can simply remove
an attribute for further consideration called as reduct a&lep4: Now, find the inner significance measure for each
it is denoted by Rexl Gi,i=1,2,..m.

Definition 6.2: Let (#,A) be an information system, Step5: PutC, into Red, where SigA'® (C,A,d)>0.
where A is divided into a set "C’ of condition attributes Choose .
and a set 'D’ of decision attributes. Then a core is a  Max{Sgn'"™¥(Cy,A,d),Sign'™® (C;,A,d)}. If there is
minimal subset of attributes which is such that none of its  a tie choose arbitrarily.
elements can be removed without affecting the
classification powered attributes. And it can be found itep6: Now compute the outer significance meastite
Core{A} = A— Reda. i=1,2,..k-1,k+1,...m. TheReds = Red U {Cp}, where
Sgn(ap,red,d) = max{Sign®**(Cy,red,d),Cc €

Remark 6.3: Since the MGNT model mainly considers C—red}.
the Multi*-lower approximation and the Multupper
approximation of a target concept by multiple equivalenc&ep7: Next, by using the Muttiupper approximation find
relations in the following, we introduce a measure of  the Multi*-upper approximation reduct by repeating
importance of condition attributes with respect to decisio steps 3,4 and 5.
attributes in a decision system.

Step8: Now we can generate the Mtdgranular nano

Definition 6.4: Let (Z,A) be an information system, topology and its basis with respect ®eda,where
where A is divided into a set 'C’ of condition attributes C i=1,2,...nn<m.

={C4,Cy,...Cn}, then the inner significance measure of C

is defined as Step9: Then Redp is the Multif-granular reduct iff
Signmer (Ci,C,D) = &_(5}(D) — <{D} By sCoxsCm(Xa) = BcaCpr..sCr(Xa) And
Sign™e(C;,C,D) = S{&}(D) — (D} for all i= P14Co...Cn(XR) = BCysCpr...xCn(XR).

1,2,.m.

Now, we consider the problem of finding the key
environmental factors for the selection of candidates

where 1 using significance measures and by means of
S{D} = — [|Lc;sc,..5ch (Da)| + [Leysc,...sch (DR) ] Multi*-granular nano topolological reduction of attributes
in complete information systems in terms of basis o
|1| lete informat t t fb f
ELIDY = — [Ucico v (Da)| + Ucscr e (DRI Multi*-granular nano topology. Based on the decision
{D} 7| [lUcysc,...ica (DA)] + [Ugyic,...4cn (DR)] attribute, 2D =

Definition 6.5: Let (,A) be an information system, {21, 22, Ze, 28, 20} { 23, Za, X5, 27, 210} }-
where A is divided into a set 'C’ of condition attributes
C={C4,C;,...Cn}, then the outer significance measure of
Ais defined as

Stepl:

Sigbuer (Gi,Cj,D) = Sy} {D} — Sejuq {D} L{cisCpsCasCancs} (D) = {{%17?’27 378}70{35’37 37573530}}
Sigrf’”‘e'(Ci,Cj,D) _ S{Cj}{D} _ S{Cjuci}{D} for all U{Cl*Cz*Cs*C4*Cs}(D) = {{%17127%67187%97%7714}7
i=1,2,..m. {23, 24, X5, 26, 27, X8, Z9, 210} }
6.6: An Attribute reduction algorithm in the M *GNT 1
&(D) = 7] [IL{C,4CorCarCasCs) DA + |Lciscovcancancs) (DR
Stepl: Given a finite univers#’, a finite set A of attributes 6
that is divided into two classes, C of condition =10

attributes and D of decision attributes, an equivalence 1

relation R on % corresponding t0Cy,Cp,..Cq S (D)= %] [Ucrcorcarcencs (PA) + Uic,scocarcencs} (DR)]
represent the data as an information table, coloumns 14

of which are labelled by attributes and rows by =10
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To compute the inner significance of each conditionBy calculating the Multi-lower and Multi-upper outer

attribute: significance measures of the attributes, by algorithm we
. 6 1 select the C5” as the next attribute. And also,
Signimer (C1,C.0) = S} (D) ~S(D) = 15— 15 = 15 oW = Trcrescacs () = (#0021, 2. 25},
6 6 {241, %5, Zo, X, Zo, 27, X},
S9Ninner(C2,C,D) = &} (D) ~&(D) = 75— 77 =0 {26, 20,27, 22}}
:Iéo :Iéo Tey 05 (XR) = ToyiCyi0a:Cqics (XR) = {%,0,{ 23, 25, 210},
Sighimer (C3,C.D) = S (cs} (D) = %(D) = 75~ 75 =0 (727075707775,
_— _ 6 6 Beyc5(Xa) = Beycyicgicycs(Xa) = {021, Za, X} A Lo, Zo, 27, Za}}
SgNimer (C4,C,0) = Ko (e} (B) =%e(B) = 75— 75 = By (XR) = Py cprcycacs Xe) = (% ,0,{ 25, 25, Fioh { X, 2o, 27, 2} }
7 6 1

Sgnimer (Cs,C,D) = &1 (D) — (D) = 010" 10 Hence

i 14 13 1 — — i ficati i
Sign™e (G, C.D) = (D)L {ahpy= =2 _ 22 _ = Reda = {C1,Cs} = {Qualification, SalaryExpectation}
g (G1,C,D) (D) (D) 10 10 10 is a reduct of these granular structures in the

Sgni™ (C,,C.D) = (D) — ez (p) = 1_3_ 1_3 _ ?/Iéjzltggé??ular nano topological space. Thus CORE:[A]:
o 14 14 {Experience, Per formance, Technical Skill } is the core
-{c
Sign'™(C5,C,D) = S°(D) — &%} (D) = 0 10 of these granular structures in the Mtdgranular
_ topological space.
Sign™@ (C4,C, D) = (D) - (D) = 0 0=
_ 14 13 1 Observation 6.7: We can conclude that Experience,
Sign™®(Cs,C,D) = (D) — 1%} (D) = 1o~ 10= 10 Performance and Technical Skill are the key factors that

have close connection to the selection of a candidate in the
According to both the Multilower and Recruitment process for the software concern.

Multi*-upper inner significance measures and by the

algorithm, we select C;” as the first attribute. To

Compute the outer significance: 7 Conclusion
Signouter (C2,C1,D) = &; (D) — Si¢uc,} (D) Multi *-granular nano topological space is one of desirable
8 8 directions in nano topological theory, in which
10 10 0 Multi*-lower upper approximations are approximated by
ian D) = D) — D granular structures induced by multiple binary relations.
Sonater(Cs,C1,D) &1(8 ) 7S{C1UC31}( ) Moreover, we have discussed the relationship between
- _ = Multi-granular  nano  topological spaces and
. 10 10 10 Multi*-granular nano topological spaces. Finally we have
Sgnouter (C4,C1,D) = &, (D) — Sieyueyy (D) developed an approach to find an attribute reduct and
8 8 CORE from a decision table in the context of
~10 10 Multi*-granular nanfo todpological spl?ce modlel. It Erovitcjies
; _ _ a new perspective for decision making analysis based on
SigNauter (Cs,C1, D) = $:(D) ~ S(cyies) (O) nano topological theory. Further this can be extended with
_ 8 _6 _ 2 respect to any relation based on the universe, rather than
10 10 10 equivalence relation.
Sign®™® (C,,Cy,D) = SlaV%}H(D) — S1(D)
_12 12,
10 10
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