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#### Abstract

We study the problem of small oscillations of inviscid incompressible fluid with surface tension in partially filled tanks. Two cases are discussed (regular and singular) and the linear shallow water theory is used. For each case, we give the approximations of the asymptotic solution of the spectral problem.
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## 1 Introduction

The problem of the small oscillations of a heavy inviscid liquid in a container has been the subject of numerous works [5,4]. This is a well studied field in ocean and architecture engineering, applied mathematics and physics, among other disciplines.

In the special case, when the depth of liquid is considerably smaller than the diameter of its free surface, it is possible to use approximate methods and introduce a small parameter to determine the successive approximations of the asymptotic solution of the spectral problem [8, 9,4].

In this aim, we propose here a mathematical analysis of linear standing oscillations of inviscid incompressible liquid in a container, considering effects of surface tension and assuming shallow water dynamics. Such theory can be applied to the oscillations of fuel in tanks when the fuel occupies a small volume.

Restricting ourselves for simplicity to the planar problem, we determine the approximations of orders zero, one and two for the velocity potential and the eigenvalues, distinguishing the regular case and the singular case.

The regular case, where the minimum of the depth of liquid is strictly positive, leads to classical problems of functional analysis.

In the singular case, where this minimum is zero, the mathematical solution is more difficult.
We restrict ourselves to the case of the parabolic container, we determine the first approximation of the eigenvalues by means of the theory of Legendre operators [3], show that it is possible to simplify the solution calling for the theory of degenerate elliptic operators of Baouendi and Goulaouic $[1,7]$ and calculate finally the second approximation of the eigenvalues.

## 2 Position of the problem

### 2.1 Study of the equilibrium of the system

In the equilibrium position, the inviscid incompressible heavy liquid occupies a domain $\Omega^{\prime}$ of the plane $O x_{1}^{\prime} x_{2}^{\prime}$ ( $O x_{1}^{\prime}$ directed upwards) bounded by a rigid wall $S$ and the free line $\Gamma$.
The pressure in the equilibrium position is

$$
\begin{equation*}
P_{\mathrm{eq}}=-\rho g x_{2}^{\prime}+C_{0}, \quad\left(C_{0}=\text { constant }\right) \tag{1}
\end{equation*}
$$

where $\rho$ is the density of the liquid, and $g$ is the constant acceleration of the gravity.
If $P_{\mathrm{e}}$ the external pressure considered as constant, the
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Fig. 1: Model of the system

Laplace law gives

$$
P_{\mathrm{eq}}-P_{\mathrm{e}}=-\frac{\tau}{R_{0}} \quad \text { on } \Gamma,
$$

where $\tau$ is the surface tension considered as constant and $R_{0}$ the radius of curvature of $\Gamma$ reckoned as negative if the center of curvature lies on the same side of $\Gamma$ as the liquid. Then we have

$$
-\rho g x_{2}^{\prime}+C_{0}-P_{\mathrm{e}}=-\frac{\tau}{R_{0}} \quad \text { on } \Gamma,
$$

In the following, we restrict ourselves to the case $R_{0}$ infinite, $C_{0}=P_{\text {eq }}$ : then, $\Gamma$ lies on the line $x_{2}^{\prime}=0$ [Fig.1].

### 2.2 Equations of small oscillations of the liquid

We study the small oscillations of the liquid about its equilibrium position, in the framework of the linear theory.
If $\vec{V}$ and $\vec{\gamma}$ are the velocity and acceleration of a particle of the liquid, $P^{\prime}$ the pressure, $p^{\prime}=P^{\prime}-P_{\text {eq }}$ the dynamic pressure, we have

$$
\begin{equation*}
\rho \vec{\gamma}=-\overrightarrow{\operatorname{grad}} P^{\prime}-\rho g \overrightarrow{x_{2}^{\prime}}=-\overrightarrow{\operatorname{grad}} p^{\prime} \text { (Euler's equation) } \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{div} \vec{V}=0 \text { (incompressibility) } \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\vec{V} \cdot \vec{n}_{S}=0 \quad \text { (impermeability of } S \text { ) } \tag{4}
\end{equation*}
$$

where $\vec{n}_{S}$ is the normal unit vector to $S$ directed to the exterior of $\Omega$.
Under the condition of the application of Lagrange's theorem, we introduce the velocity potential $\Phi^{\prime}\left(x_{1}^{\prime}, x_{2}^{\prime}, t\right)$ :

$$
\begin{equation*}
\vec{V}=\overrightarrow{\operatorname{grad}} \Phi^{\prime} \tag{5}
\end{equation*}
$$

From the equations (3) and (4), we deduce for $\Phi^{\prime}$ the equations

$$
\begin{gather*}
\Delta \Phi^{\prime} \stackrel{\text { def }}{=} \frac{\partial^{2} \Phi^{\prime}}{\partial x_{1}^{\prime 2}}+\frac{\partial^{2} \Phi^{\prime}}{\partial x_{2}^{\prime 2}}=0  \tag{6}\\
\left.\frac{\partial \Phi^{\prime}}{\partial n}\right|_{S}=0 \tag{7}
\end{gather*}
$$

where $\frac{\partial}{\partial n}$ is the normal derivative on $S$.
The Euler's equation (2) can be writen

$$
\rho \overrightarrow{\operatorname{grad}} \frac{\partial \Phi^{\prime}}{\partial t}=-\overrightarrow{\operatorname{grad}} p^{\prime}
$$

so that we have

$$
\begin{equation*}
p^{\prime}=-\rho \frac{\partial \Phi^{\prime}}{\partial t}+C(t) \tag{8}
\end{equation*}
$$

where $C(t)$ is an arbitrary function of the time.
The Laplace law on the moving free line $\Gamma_{t}$ can be written

$$
P^{\prime}-P_{\mathrm{e}}=-\frac{\tau}{R_{t}} \quad \text { on } \Gamma_{t}
$$

where $R_{t}$ is the radius of curvature of $\Gamma_{t}$, or

$$
P_{\mathrm{eq} \mid \Gamma_{t}}+p_{\mid \Gamma}^{\prime}-P_{\mathrm{e}}=-\frac{\tau}{R_{t}} \quad \text { on } \Gamma_{t}
$$

If the equation of $\Gamma_{t}$ is $x_{2}^{\prime}=\zeta\left(x_{1}^{\prime}, t\right)$, its curvature in linear theory is $\zeta^{\prime \prime}\left(x_{1}^{\prime}, t\right)\left(\zeta^{\prime \prime}=\frac{\partial^{2} \zeta}{\partial x_{1}^{2}}\right)$ and consequently

$$
\begin{equation*}
p_{\mid \Gamma}^{\prime}=\rho g \zeta-\tau \zeta^{\prime \prime} \tag{9}
\end{equation*}
$$

In accordance with the capillarity laws, we must express that the wetting angle between $\Gamma_{t}$ and $S$ is constant.
In the following, for simplicity, we restrict ourselves to the case of a symetrical container with respect to $O x_{2}^{\prime} . \Gamma$ is the segment $A B: x_{2}^{\prime}=0,-\frac{\sigma}{2} \leq x_{1}^{\prime} \leq \frac{\sigma}{2}$ and we denote by $\theta$ the angle between $S$ and $O x_{1}^{\prime}$ in $A$ and $B$ [Fig.1].
A classical formula ([6], [5], [4]) or a simple calculation gives

$$
\begin{equation*}
\zeta^{\prime}\left( \pm \frac{\sigma}{2}, t\right)= \pm \frac{1}{R \sin \theta} \zeta\left( \pm \frac{\sigma}{2}, t\right) \tag{10}
\end{equation*}
$$

where $R$ is the radius of curvature of $S$ in $A$ and $B$.
The condition expressing that the volume of liquid is constant is

$$
\int_{\Gamma} \zeta \mathrm{d} \Gamma=0
$$

or

$$
\begin{equation*}
\left.\int_{-\frac{\sigma}{2}}^{\frac{\sigma}{2}} \frac{\partial \Phi^{\prime}}{\partial x_{2}^{\prime}}\right|_{x_{2}^{\prime}=0} \mathrm{~d} x_{1}^{\prime}=0 \tag{11}
\end{equation*}
$$

Finally, setting $C(t)$ in $-\rho \frac{\partial \Phi^{\prime}}{\partial t}$ and deriving (9) with respect to $t$, we can write

$$
\begin{equation*}
-\rho \frac{\partial^{2} \Phi^{\prime}}{\partial t^{2}}=\rho g \frac{\partial \Phi^{\prime}}{\partial x_{2}^{\prime}}-\tau \frac{\partial^{2}}{\partial x_{1}^{\prime 2}}\left(\frac{\partial \Phi^{\prime}}{\partial x_{2}^{\prime}}\right) \quad \text { on } \Gamma \tag{12}
\end{equation*}
$$

### 2.3 Introduction of adimensional variables

In order to introduce in the sequel a small parameter, we define adimensional variables $x_{i}$ by setting

$$
x_{i}^{\prime}=\sigma x_{i} \quad(i=1,2)
$$

Writing

$$
\tilde{\Phi}\left(x_{1}, x_{2}, t\right)=\Phi^{\prime}\left(x_{1}^{\prime}, x_{2}^{\prime}, t\right)
$$

we seek solutions of the precedent equations in the form

$$
\tilde{\Phi}\left(x_{1}, x_{2}, t\right)=e^{i \omega t} \Phi\left(x_{1}, x_{2}\right), \quad \omega \text { real. }
$$

We obtain easily

$$
\begin{gather*}
\frac{\partial^{2} \Phi}{\partial x_{1}{ }^{2}}+\frac{\partial^{2} \Phi}{\partial x_{2}{ }^{2}}=0  \tag{13}\\
\left.\frac{\partial \Phi}{\partial n}\right|_{S}=0  \tag{14}\\
\int_{\Gamma} \frac{\partial \Phi}{\partial x_{2}} \mathrm{~d} \Gamma=0  \tag{15}\\
\frac{\partial}{\partial x_{1}}\left(\frac{\partial \Phi}{\partial x_{2}}\left( \pm \frac{1}{2}, 0\right)\right)=-\frac{\sigma}{R \sin \theta} \frac{\partial \Phi}{\partial x_{2}}\left( \pm \frac{1}{2}, 0\right)  \tag{16}\\
\frac{g}{\sigma} \frac{\partial \Phi}{\partial x_{2}}-\frac{\tau}{\rho g \sigma^{3}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \Phi}{\partial x_{2}}\right)=\omega^{2} \Phi \quad \text { for } x_{2}=0 \tag{17}
\end{gather*}
$$

## 3 Application of the linear shallow water theory to the regular case



Fig. 2: Model of the system in the regular case

The regular case is the case where the minimum of the depth of liquid is strictly positive.


Fig. 3: The transformed figure in the domain $\Omega_{z}$ (regular case)

We suppose that, in the plane $O x_{1} x_{2}$, the rigid boundary $S$ consists of a vertical side wall $S_{0}$ and a bottom $S_{1}$ defined by an equation of the form $x_{2}=-H\left(x_{1}\right)$, where $H$ is strictly positive in $\left[-\frac{1}{2}, \frac{1}{2}\right]$ and of the order of $\sqrt{\varepsilon}, \varepsilon>0$ being a small parameter [Fig.2].
Setting

$$
x_{2}=z \sqrt{\varepsilon} ; \quad H\left(x_{1}\right)=h\left(x_{1}\right) \sqrt{\varepsilon}
$$

we obtain the transformed figure in the plane $\left(x_{1}, z\right)$ [Fig.3] and we consider the transformed problem in the domain $\Omega_{z}$. We set

$$
\Phi\left(x_{1}, x_{2}\right)=\Phi\left(x_{1}, z \sqrt{\varepsilon}\right)=\hat{\Phi}\left(x_{1}, z\right)
$$

The equation (13) becomes

$$
\begin{equation*}
\varepsilon \frac{\partial^{2} \hat{\Phi}}{\partial x_{1}{ }^{2}}+\frac{\partial^{2} \hat{\Phi}}{\partial z^{2}}=0 \text { in } \Omega_{z} \tag{18}
\end{equation*}
$$

The equation (14) is divided in $\frac{\partial \hat{\Phi}}{\partial x_{1}}=0$ on $S_{0, z}$, that we replace by [7]

$$
\begin{equation*}
\frac{\partial \hat{\Phi}}{\partial x_{1}}=0 \quad \text { for } z=0, x_{1}= \pm \frac{1}{2} \tag{19}
\end{equation*}
$$

and

$$
\frac{\partial \hat{\Phi}_{1}}{\partial n}=0 \quad \text { on } S_{1, z}
$$

that we can write, since the equation of $S_{1}$ is $x_{2}+h\left(x_{1}\right) \sqrt{\varepsilon}=0:$

$$
\begin{equation*}
\frac{\partial \hat{\Phi}_{1}}{\partial z}=-\varepsilon \frac{\partial \hat{\Phi}_{1}}{\partial x_{1}} h^{\prime}\left(x_{1}\right) \quad \text { for } z=-h\left(x_{1}\right) \tag{20}
\end{equation*}
$$

The equation (15) becomes

$$
\begin{equation*}
\int_{\Gamma} \frac{\partial \hat{\Phi}}{\partial z} \mathrm{~d} \Gamma=0 \tag{21}
\end{equation*}
$$

Since $R$ is infinite and $\theta=\frac{\pi}{2}$, the equation (16) can be written

$$
\begin{equation*}
\frac{\partial}{\partial x_{2}}\left(\left.\frac{\partial \hat{\Phi}}{\partial z}\right|_{z=0}\right)=0 \text { for } x_{1}= \pm \frac{1}{2} \tag{22}
\end{equation*}
$$

Finally, the equation (17) gives

$$
\begin{equation*}
\frac{\partial \hat{\Phi}}{\partial z}-\frac{\tau}{\rho g \sigma^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \hat{\Phi}}{\partial z}\right)=\lambda \hat{\Phi} \quad \text { for } \quad z=0 \tag{23}
\end{equation*}
$$

where we have set

$$
\begin{equation*}
\lambda=\frac{\sigma \omega^{2}}{g} \sqrt{\varepsilon} \tag{24}
\end{equation*}
$$

We seek a solution of the problem (18),..., (24) in the form of an asymptotic expansions of powers of $\varepsilon$

$$
\begin{gather*}
\hat{\Phi}\left(x_{1}, z, \varepsilon\right)=\hat{\Phi}_{0}\left(x_{1}, z\right)+\varepsilon \hat{\Phi}_{1}\left(x_{1}, z\right)+\varepsilon^{2} \hat{\Phi}_{2}\left(x_{1}, z\right)+\cdots  \tag{25}\\
\lambda(\varepsilon)=\lambda_{0}+\varepsilon \lambda_{1}+\varepsilon^{2} \lambda_{2}+\cdots \tag{26}
\end{gather*}
$$

### 3.1 The approximation of order zero

Equaling in the equations the terms which do not depend on $\varepsilon$, we obtain

$$
\begin{aligned}
& \frac{\partial^{2} \hat{\Phi}}{\partial z^{2}}=0 \quad \text { in } \Omega_{z} \\
& \frac{\partial \hat{\Phi}}{\partial x_{1}}\left( \pm \frac{1}{2}, 0\right)=0 \\
& \frac{\partial \hat{\Phi}_{0}}{\partial z}-\frac{\tau}{\rho g \sigma^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \hat{\Phi}_{0}}{\partial z}\right)=\lambda_{0} \hat{\Phi}_{0} \quad \text { for } z=0 ; \\
& \frac{\partial}{\partial x_{1}}\left(\left.\frac{\partial \hat{\Phi}}{\partial z}\right|_{z=0}\right)=0 \text { for } x_{1}= \pm \frac{1}{2} \\
& \frac{\partial \hat{\Phi}_{0}}{\partial z}\left(x_{1},-h\left(x_{1}\right)\right)=0 \\
& \int_{\Gamma} \frac{\partial \hat{\Phi}_{0}}{\partial z} \mathrm{~d} \Gamma=0
\end{aligned}
$$

We find

$$
\begin{equation*}
\hat{\Phi}_{0}=v\left(x_{1}\right) ; \quad v^{\prime}\left( \pm \frac{1}{2}\right)=0 ; \quad \lambda_{0} v\left(x_{1}\right)=0 \tag{27}
\end{equation*}
$$

$\lambda_{0} \neq 0$ is impossible, then its gives the trivial solution. Indeed, it is easy to verify that, if $\lambda_{0}=0$, we obtain for $\hat{\Phi}_{1}$ the same problem as $\hat{\Phi}_{0}$ with $\lambda_{0} \neq 0$, so that $\hat{\Phi}_{1}=0$; continuing, $\hat{\Phi}_{n}=0 \forall n \geq 0$, and, therefore, $\hat{\Phi}=0$.
Then, we have $\lambda_{0}=0$ and $v\left(x_{1}\right)$ is to determined later on.

### 3.2 The first approximation

i) We have

$$
\begin{aligned}
& \frac{\partial^{2} \hat{\Phi}_{1}}{\partial z^{2}}=-v^{\prime \prime}\left(x_{1}\right) \\
& \frac{\partial \hat{\Phi}_{1}}{\partial x_{1}}\left( \pm \frac{1}{2}, 0\right)=0 \\
& \frac{\partial \hat{\Phi}_{1}}{\partial z}-\frac{\tau}{\rho g \sigma^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \hat{\Phi}_{1}}{\partial z}\right)=\lambda_{1} v\left(x_{1}\right) \quad \text { for } \quad z=0 \\
& \frac{\partial}{\partial x_{1}}\left(\left.\frac{\partial \hat{\Phi}_{1}}{\partial z}\right|_{z=0}\right)=0 \text { for } \quad x_{1}= \pm \frac{1}{2} \\
& \frac{\partial \hat{\Phi}_{1}}{\partial z}=-h^{\prime}\left(x_{1}\right) v^{\prime}\left(x_{1}\right) \quad \text { for } z=-h\left(x_{1}\right) \\
& \int_{\Gamma} \frac{\partial \hat{\Phi}_{1}}{\partial z} \mathrm{~d} \Gamma=0
\end{aligned}
$$

We obtain successevely

$$
\hat{\Phi}_{1}=-\frac{1}{2} v^{\prime \prime}\left(x_{1}\right) z^{2}+\alpha\left(x_{1}\right) z+w_{1}\left(x_{1}\right)
$$

where $\alpha\left(x_{1}\right)$ and $w_{1}\left(x_{1}\right)$ are functions to determine,

$$
\begin{aligned}
& w_{1}^{\prime}\left( \pm \frac{1}{2}\right)=0 \\
& \alpha\left(x_{1}\right)-\frac{\tau}{\rho g \sigma^{2}} \alpha^{\prime \prime}\left(x_{1}\right)=\lambda_{1} v\left(x_{1}\right) \\
& \alpha^{\prime}\left( \pm \frac{1}{2}\right)=0 \\
& \frac{\mathrm{~d}}{\mathrm{~d} x_{1}}\left(h\left(x_{1}\right) v^{\prime}\left(x_{1}\right)\right)+\alpha\left(x_{1}\right)=0 \\
& \int_{-1 / 2}^{1 / 2} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0
\end{aligned}
$$

Let us notice that, by integrating the third equation, we obtain $\int_{-1 / 2}^{1 / 2} v\left(x_{1}\right) \mathrm{d} x_{1}=0$.
ii) Instead of consider straight the problem for $v\left(x_{1}\right)$, we are going to solve the problem for $\alpha\left(x_{1}\right), \lambda_{1}$ and $v\left(x_{1}\right)$ being supposed known.
We have

$$
\begin{gather*}
\alpha\left(x_{1}\right)-\frac{\tau}{\rho g \sigma^{2}} \alpha^{\prime \prime}\left(x_{1}\right)=\lambda_{1} v\left(x_{1}\right)  \tag{28}\\
\int_{-1 / 2}^{1 / 2} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0  \tag{29}\\
\alpha^{\prime}\left( \pm \frac{1}{2}\right)=0 \tag{30}
\end{gather*}
$$

Multiplying (28) by $\overline{\widetilde{\alpha}}\left(x_{1}\right)$ verifing (29), integrating on $\left[-\frac{1}{2}, \frac{1}{2}\right]$, we obtain the variational formulation of the problem: To find $\alpha(\cdot) \in \widetilde{H}^{1}\left(-\frac{1}{2}, \frac{1}{2}\right)$, with
$\widetilde{H}^{1}\left(-\frac{1}{2}, \frac{1}{2}\right)=\left\{\alpha \in H^{1}\left(-\frac{1}{2}, \frac{1}{2}\right) ; \int_{\frac{-1}{2}}^{\frac{1}{2}} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0\right\}$, such that

$$
\left\{\begin{array}{l}
a(\alpha, \widetilde{\alpha}) \stackrel{\text { def }}{=} \int_{-1 / 2}^{1 / 2} \alpha \overline{\widetilde{\alpha}} \mathrm{~d} x_{1}+\frac{\tau}{\rho g \sigma^{2}} \int_{-1 / 2}^{1 / 2} \alpha^{\prime} \overline{\widetilde{\alpha}^{\prime}} \mathrm{d} x_{1}  \tag{31}\\
=\left(\lambda_{1} v, \widetilde{\alpha}\right)_{\tilde{L}^{2}} \quad \forall \widetilde{\alpha} \in \widetilde{H}^{1}
\end{array}\right.
$$

where $(\cdot, \cdot)_{\tilde{L}^{2}}$ is the scalar product of the space

$$
\widetilde{L}^{2}\left(-\frac{1}{2}, \frac{1}{2}\right)=\left\{u \in L^{2}\left(-\frac{1}{2}, \frac{1}{2}\right) ; \int_{\frac{-1}{2}}^{\frac{1}{2}} u\left(x_{1}\right) \mathrm{d} x_{1}=0\right\}
$$

Obviousely, $a(\alpha, \widetilde{\alpha})$ is coercive, continuous, hermitian, sesquilinear form in $\widetilde{H}^{1} \times \widetilde{H}^{1}$ and the embedding of $\widetilde{H}^{1}$ in $\widetilde{L}^{2}$ is classically continuous, dense and compact.
Let us call $Q_{0}$ the unnbounded operator of $\widetilde{L}^{2}$ associated to $a(\cdot, \cdot)$ and the pair $\left(\widetilde{H}^{1}, \widetilde{L}^{2}\right)$; the equation (31) is equivalent to the equation

$$
\begin{equation*}
\alpha=\lambda_{1} Q_{0}^{-1} v \tag{32}
\end{equation*}
$$

iii) Then, we can calcute $v\left(x_{1}\right)$ and $\lambda_{1}$ by solving the eigenvalues problem:

$$
\begin{gather*}
-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left(h v^{\prime}\right)=\lambda_{1} Q_{0}^{-1} v  \tag{33}\\
\int_{-1 / 2}^{1 / 2} v\left(x_{1}\right) \mathrm{d} x_{1}=0  \tag{34}\\
v^{\prime}\left( \pm \frac{1}{2}\right)=0 \tag{35}
\end{gather*}
$$

Its variational formulation is

$$
\begin{equation*}
\int_{-1 / 2}^{1 / 2} h v^{\prime} \overline{v^{\prime}} \mathrm{d} x_{1}=\lambda_{1}\left(Q_{0}^{-1} v, \widehat{v}\right)_{\widetilde{L}^{2}} \quad \forall \hat{v} \in \widetilde{H}^{1} \tag{36}
\end{equation*}
$$

Since, in the regular case, $\min h\left(x_{1}\right)>0$, the left hand side of (36) can be considered as a scalar product in $\widetilde{H}^{1}$ by virtue of the Poincare inequality.
Then, calling $\widetilde{M}_{0}$ the unbounded operator of $\widetilde{L}^{2}$ associated to the form $\int_{\frac{-1}{2}}^{\frac{1}{2}} h v^{\prime} \overline{\hat{v}^{\prime}} \mathrm{d} x_{1}$ and the pair $\left(\widetilde{H}^{1}, \widetilde{L}^{2}\right)$, we see that the equation (36) is equivalent to

$$
\begin{equation*}
\widetilde{M}_{0} v=\lambda_{1} Q_{0}^{-1} v \tag{37}
\end{equation*}
$$

Setting $\widetilde{M}_{0}^{1 / 2} v=v^{*}$ and introducing the operator $B=\widetilde{M}_{0}^{-1 / 2} Q_{0}^{-1} \widetilde{M}_{0}^{-1 / 2}$ bounded in $\widetilde{L}^{2}$, self-adjoint,
positive definite and compact, we obtain the equivalent equation

$$
\begin{equation*}
B v^{*}=\lambda_{1}^{-1} v^{*} \tag{38}
\end{equation*}
$$

For the eigenvalues $\lambda_{1 j}$, inverses of the eigenvalues of $B$, we have
$0<\lambda_{11} \leq \lambda_{12} \leq \cdots \leq \lambda_{1 n} \leq \cdots ; \quad \lambda_{1 n} \rightarrow \infty$ when $n \rightarrow \infty$
The eigenfunction $v_{i}^{*}$ of $B$ form an orthogonal basis of $\widetilde{L}^{2}$. it is easy to see that the eigenfunction $v_{i}$ of our problem verify

$$
\left(Q_{0}^{-1} v_{n}, v_{m}\right)_{\widetilde{L}^{2}}= \begin{cases}0 & \text { if } m \neq n \\ \lambda_{1 n}^{-1} & \text { if } m=n\end{cases}
$$

### 3.3 The second order approximation

i) We have

$$
\begin{aligned}
& \frac{\partial^{2} \hat{\Phi}_{2}}{\partial z^{2}}=\frac{1}{2} v^{I V} z^{2}+\frac{\mathrm{d}^{3}}{\mathrm{~d} x_{1}^{3}}\left(h v^{\prime}\right) z-w_{1}^{\prime} \\
& \frac{\partial \hat{\Phi}_{2}}{\partial x_{1}}=0 ; \text { for } \quad z=0, x_{1}= \pm \frac{1}{2} \\
& \frac{\partial \hat{\Phi}_{2}}{\partial z}-\frac{\tau}{\rho g \sigma^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \hat{\Phi}_{2}}{\partial z}\right)=\lambda_{2} \hat{\Phi}_{0}+\lambda_{1} \hat{\Phi}_{1} \quad \text { for } \quad z=0 \\
& \frac{\partial}{\partial x_{1}}\left(\left.\frac{\partial \hat{\Phi}_{2}}{\partial z}\right|_{z=0}\right)=0 \text { for } \quad x_{1}= \pm \frac{1}{2} \\
& \frac{\partial \hat{\Phi}_{2}}{\partial z}=-h^{\prime}\left(x_{1}\right) \frac{\partial \hat{\Phi}_{1}}{\partial x_{1}} \quad \text { for } \quad z=-h\left(x_{1}\right) \\
& \int_{\Gamma} \frac{\partial \hat{\Phi}_{2}}{\partial z} \mathrm{~d} \Gamma=0
\end{aligned}
$$

These equations give successively

$$
\begin{aligned}
& \hat{\Phi}_{2}=\frac{1}{24} v^{I V} z^{4}+\frac{1}{6} \frac{\mathrm{~d}^{3}}{\mathrm{~d} x_{1}^{3}}\left(h v^{\prime}\right) z^{3}-\frac{1}{2} w_{1}^{\prime \prime} z^{2}+\beta\left(x_{1}\right) z+w_{2}\left(x_{1}\right) \\
& w_{2}^{\prime}\left( \pm \frac{1}{2}\right)=0 \\
& \beta\left(x_{1}\right)-\frac{\tau}{\rho g \sigma^{2}} \beta^{\prime \prime}\left(x_{1}\right)=\lambda_{2} v\left(x_{1}\right)+\lambda_{1} w_{1}\left(x_{1}\right) \\
& \beta^{\prime}\left( \pm \frac{1}{2}\right)=0 \\
& \beta\left(x_{1}\right)=\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\frac{1}{6} h^{3} v^{\prime \prime}-\frac{1}{2} h^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x_{1}^{2}}\left(h v^{\prime}\right)-h^{\prime} w_{1}\right] \\
& \int_{-1 / 2}^{1 / 2} \beta\left(x_{1}\right) \mathrm{d} x_{1}=0 .
\end{aligned}
$$

Let us notice that, by integrating the third equation, we obtain $\int_{-1 / 2}^{1 / 2} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}=0$.
ii) Instead of consider straight the problem for $w_{1}\left(x_{1}\right)$, we are going to solve the problem for $\beta\left(x_{1}\right), \lambda_{2}$ and $w_{1}\left(x_{1}\right)$ being supposed known.
We have

$$
\begin{gather*}
\beta\left(x_{1}\right)-\frac{\tau}{\rho g \sigma^{2}} \beta^{\prime \prime}\left(x_{1}\right)=\lambda_{2} v\left(x_{1}\right)+\lambda_{1} w_{1}\left(x_{1}\right)  \tag{39}\\
\int_{-1 / 2}^{1 / 2} \beta\left(x_{1}\right) \mathrm{d} x_{1}=0  \tag{40}\\
\beta^{\prime}\left( \pm \frac{1}{2}\right)=0 \tag{41}
\end{gather*}
$$

This problem is analogous to the problem for $\alpha\left(x_{1}\right)$; therfore, we have

$$
\beta\left(x_{1}\right)=\lambda_{2} Q_{0}^{-1} v+\lambda_{1} Q_{0}^{-1} w_{1}
$$

iii) Now, we can calculate $w_{1}\left(x_{1}\right)$ and $\lambda_{2}$ by solving the eigenvalues problem

$$
\begin{gather*}
-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left(h w_{1}^{\prime}\right)-\lambda_{1} Q_{0}^{-1} w_{1}=f(v)+\lambda_{2} Q_{0}^{-1} v  \tag{42}\\
\int_{-1 / 2}^{1 / 2} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}=0  \tag{43}\\
w_{1}^{\prime}\left( \pm \frac{1}{2}\right)=0 \tag{44}
\end{gather*}
$$

with

$$
f(v)=\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\frac{1}{6} h^{3} v^{\prime \prime \prime}-\frac{1}{2} h^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x_{1}^{2}}\left(h v^{\prime}\right)\right]
$$

Anyway, it is a matter of a countable infinity to problems, obtained by replacing $\lambda_{1}$ by $\lambda_{1 k}$ and $v$ by $v_{k}(k=1,2, \cdots)$. If the right-hand side of the equation (42) was equal to zero, we would have for $w_{1}$ the same problems as for $v$. consequently, for each $k$, the homogeneous problem has solutions different from the trivial solution. Classically, our problem is pssible only if the right-hand side of (42) is orthogonal in $\widetilde{L}^{2}$ to the eigenlements $v_{k}$ correspoding to $\lambda_{1 k}$.
For instance, let us suppose that the $\lambda_{1 k}$ are simple eigenvalues; we have the only condition

$$
\left.\left(f\left(v_{k}\right)+\lambda_{2} Q_{0}^{-1} v_{k}, v_{k}\right)_{\tilde{L}^{2}}=0 \text { (without summation in } k\right)
$$

and the second approximation of the eigenvalues is

$$
\begin{equation*}
\lambda_{2 k}=-\lambda_{1 k}\left(f\left(v_{k}\right), v_{k}\right)_{\tilde{L}^{2}} \tag{45}
\end{equation*}
$$

The problem for $w_{1}$ can be written, with the precedent notations

$$
\widetilde{M}_{0} w_{1}=\lambda_{1 k} Q_{0}^{-1} w_{1}+f\left(v_{k}\right)+\lambda_{2 k} Q_{0}^{-1} v_{k}
$$

Setting $\widetilde{M}_{0}^{1 / 2} w_{1}=w_{1}^{*}$, we obtain the equation

$$
w_{1}^{*}=\lambda_{1 k} B w_{1}^{*}+\tilde{M}_{0}^{-1 / 2} f\left(v_{k}\right)+\lambda_{2 k} B v_{k}^{*}
$$

Let us seek $w_{1}^{*}$ in the form

$$
w_{1}^{*} \sim \sum_{n} c_{n} v_{n}^{*}
$$

$\sim$ denoting the convergence in $\widetilde{L}^{2}$ We have

$$
\sum_{n} c_{n} v_{n}^{*} \sim \lambda_{1 k} \sum_{n} c_{n} B v_{n}^{*}+\widetilde{M}_{0}^{-1 / 2} f\left(v_{k}\right)+\lambda_{2 k} B v_{k}^{*}
$$

Replacing $B v_{n}^{*} \quad$ by $\quad \lambda_{1 n}^{-1} v_{n}^{*} \quad$ and $\quad$ setting $\widetilde{M}_{0}^{-1 / 2} f\left(v_{k}\right) \sim \sum_{n} d_{n} v_{n}^{*}$, where the $d_{n}$ are known, we obtain the relations

$$
\begin{cases}c_{n}\left(1-\lambda_{1 k} \lambda_{1 n}^{-1}\right)-d_{n}=0 & \text { for } n \neq k \\ -d_{k}-\lambda_{2 k} \lambda_{1 k}^{-1}=0 & \text { for } n=k\end{cases}
$$

The last equation gives (45); the others give the $c_{n}$ for $n \neq$ $k, c_{k}$ remaining indeterminate.
We find finally

$$
w_{1} \sim c_{k} v_{k}+\sum_{n \neq k} d_{n}\left(1-\lambda_{1 k} \lambda_{1 n}^{-1}\right) v_{n}
$$

Consequently, we must calculate the third approximation in order to determine $c_{k}$ and then $w_{1}$.

## 4 Application of the linear shallow water theory to the singular case

Now, we are going to consider the case where the minimum of the depth of liquid is equal to zero, restricting ourselves to the problem for a parabolic container.

### 4.1 Position of the problem

In the equilibrium position, the domain $\Omega^{\prime}$ occupied by the liquid [Fig.4] is bounded by the parabolic wall $S$.

$$
x_{2}^{\prime}=X\left(\frac{x_{1}^{\prime 2}}{d}-d\right) ; \quad x_{2}^{\prime} \leq 0
$$

and the free line

$$
x_{2}^{\prime}=0 ; \quad-d \leq x_{1}^{\prime} \leq d
$$

X is an adimensional coefficient considered as small. If $\theta$ is the angle between $S$ and $O x_{1}^{\prime}$, we have $2 X=\tan \theta$, so


Fig. 4: Model of the system in the singular case
that $\theta$ is small and of the order of $X$.
The equations (1), $\cdots$, (9), (11) and (12) of the regular case unchanged. The calculation of the radius of curvature of $\Gamma_{t}$, gives easily $R \sin \theta=d$ at the first order, so that the equation (10) becomes
$\zeta^{\prime}( \pm d, t)= \pm d^{-1} \zeta( \pm d, t)$

### 4.2 Introduction of adimensional variables

We set

$$
x_{1}^{\prime}=d x_{i} \quad(i=1,2)
$$

The equations (13), (14), (15) for $\Phi\left(x_{1}, x_{2}\right)$ are unchanged and the equations (16) and (17) become

$$
\begin{align*}
& \frac{\partial}{\partial x_{1}}\left(\frac{\partial \Phi}{\partial x_{2}}( \pm 1,0)\right)= \pm \frac{\partial \Phi}{\partial x_{2}}( \pm 1,0) \\
& \frac{g}{d} \frac{\partial \Phi}{\partial x_{2}}-\frac{\tau}{\rho g d^{3}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \Phi}{\partial x_{2}}\right)=\omega^{2} \Phi \quad \text { for } x_{2}=0
\end{align*}
$$

### 4.3. Application of the linear shallow water theory

We introduce a small parameter $\varepsilon$, setting

$$
X=\sqrt{\varepsilon}
$$

Setting $X_{2}=z \sqrt{\varepsilon}$, we obtain the equation of $S_{z}$ :

$$
z=x_{1}^{2}-1
$$

and, like in the regular case, we solve the problem in the transformed domain $\Omega_{z}$ [Fig.5]. Setting

$$
\Phi\left(x_{1}, x_{2}\right)=\Phi\left(x_{1}, z \sqrt{\varepsilon}\right)=\hat{\Phi}_{1}\left(x_{1}, z\right)
$$

We obtain the equations

$$
\begin{equation*}
\varepsilon \frac{\partial^{2} \hat{\Phi}}{\partial x_{1}{ }^{2}}+\frac{\partial^{2} \hat{\Phi}}{\partial z^{2}}=0 \text { in } \Omega_{z} \tag{46}
\end{equation*}
$$



Fig. 5: The transformed figure in the domain $\Omega_{z}$ (singular case)

$$
\begin{gather*}
\frac{\partial \hat{\Phi}}{\partial z}=-2 \varepsilon x_{1} \frac{\partial \hat{\Phi}}{\partial x_{1}} \quad \text { for } \quad z=x_{1}^{2}-1  \tag{47}\\
\left.\int_{-1}^{1} \frac{\partial \hat{\Phi}}{\partial z}\right|_{z=0} \mathrm{~d} x_{1}=0 \tag{48}
\end{gather*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial x_{1}}\left(\frac{\partial \hat{\Phi}}{\partial z}( \pm 1,0)\right)= \pm \frac{\partial \hat{\Phi}}{\partial z}( \pm 1,0) \tag{49}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial \hat{\Phi}}{\partial z}-\frac{\tau}{\rho g d^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \hat{\Phi}}{\partial z}\right)=\lambda \hat{\Phi} \quad \text { for } z=0 \tag{50}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=\frac{d \omega^{2}}{g} \sqrt{\varepsilon} \tag{51}
\end{equation*}
$$

We remark that the impermeability condition of the vertical wall $S_{0}$ of the regular case disapears .

We seek a solution of the problem in the form of the asymptotic expantion of powers of $\varepsilon$, (25), (26) and we use the notations of the regular case.

### 4.3 The approximation of order zero

We obtain easily

$$
\lambda_{0}=0 ; \quad \hat{\Phi}_{0}=v\left(x_{1}\right)
$$

but without condition for $v\left(x_{1}\right)$, that is to determined later on.

## i) The first approximation

We have

$$
\begin{aligned}
& \frac{\partial^{2} \hat{\Phi}_{1}}{\partial z^{2}}=-v^{\prime \prime}\left(x_{1}\right) \quad \text { in } \Omega_{z} ; \\
& \frac{\partial \hat{\Phi}_{1}}{\partial x_{1}}=2 x_{1} v^{\prime}\left(x_{1}\right) \quad \text { for } z=x_{1}^{2}-1 ; \\
& \left.\int_{-1}^{1} \frac{\partial \hat{\Phi}_{1}}{\partial z}\right|_{z=0} \mathrm{~d} x_{1}=0 ; \\
& \frac{\partial \hat{\Phi}_{1}}{\partial z}-\frac{\tau}{\rho g d^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\frac{\partial \hat{\Phi}_{1}}{\partial z}\right)=\lambda_{1} v\left(x_{1}\right) \quad \text { for } \quad z=0 ; \\
& \frac{\partial}{\partial x_{1}}\left(\left.\frac{\partial \hat{\Phi}_{1}}{\partial z}\right|_{z=0}\right)= \pm\left.\frac{\partial \hat{\Phi}_{1}}{\partial z}\right|_{z=0} \text { for } x_{1}= \pm 1 ;
\end{aligned}
$$

We obtain successively

$$
\hat{\Phi}_{1}=-\frac{z^{2}}{2} v^{\prime \prime}\left(x_{1}\right)+z \alpha\left(x_{1}\right)+w_{1}\left(x_{1}\right)
$$

where $\alpha\left(x_{1}\right)$ and $w_{1}\left(x_{1}\right)$ are functions to determine,

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\left(1-x_{1}^{2}\right) v^{\prime}\left(x_{1}\right)\right]=-\alpha\left(x_{1}\right) \\
& \int_{-1}^{1} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0 \\
& \alpha\left(x_{1}\right)-\frac{\tau}{\rho g d^{2}} \alpha^{\prime \prime}\left(x_{1}\right)=\lambda_{1} v\left(x_{1}\right) \\
& \alpha^{\prime}( \pm 1)= \pm \alpha( \pm 1)
\end{aligned}
$$

ii) Instead of consider straight the problem for $v\left(x_{1}\right)$, we are going to solve the problem for $\alpha\left(x_{1}\right), \lambda_{1}$ and $v\left(x_{1}\right)$ being supposed known.
We have

$$
\begin{gather*}
\alpha\left(x_{1}\right)-\frac{\tau}{\rho g d^{2}} \alpha^{\prime \prime}\left(x_{1}\right)=\lambda_{1} v\left(x_{1}\right)  \tag{52}\\
\int_{-1}^{1} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0  \tag{53}\\
\alpha^{\prime}( \pm 1)= \pm \alpha( \pm 1) \tag{54}
\end{gather*}
$$

Like in the regular case, we obtain the variational equation of this problem:

$$
\left\{\begin{array}{l}
a_{0}(\alpha, \hat{\alpha}) \stackrel{\text { def }}{=} \int_{-1}^{1} \alpha \overline{\hat{\alpha}} \mathrm{~d} x_{1}+\frac{\tau}{\rho g d^{2}} \int_{-1}^{1} \alpha^{\prime} \overline{\hat{\alpha}^{\prime}} \mathrm{d} x_{1}  \tag{55}\\
-\frac{\tau}{\rho g d^{2}}[\alpha(1) \overline{\hat{\alpha}}(1)+\alpha(-1) \hat{\hat{\alpha}}(-1)] \\
=\left(\lambda_{1} v, \hat{\alpha}\right)_{\tilde{L}^{2}} \quad \forall \hat{\alpha} \in \widetilde{H}^{1}
\end{array}\right.
$$

The imbedding $\widetilde{H}^{1}(-1,1) \subset \widetilde{L}^{2}(-1,1)$ is classically continuous, dense and compact,.
The sesquilinear form $a_{0}(\cdot, \cdot)$ is hermitian and continuous, we are going to prove that it is coercive in $\widetilde{H}^{1} \times \widetilde{H}^{1}$ by using an auxiliary problem. Let us show that

$$
\inf _{\alpha \in \widetilde{H}^{1}} \frac{\int_{-1}^{1} \alpha^{\prime 2}\left(x_{1}\right) \mathrm{d} x_{1}}{\alpha^{2}(1)+\alpha^{2}(-1)}=1
$$

At first, we seek the inf in

$$
\widetilde{C}^{2}[-1,1]=\left\{\alpha \in C^{2}[-1,1] ; \quad \int_{-1}^{1} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0\right\}
$$

In amounts to the same thing to seek the inf of $\int_{-1}^{1} \alpha^{12}\left(x_{1}\right) \mathrm{d} x_{1}$ in $C^{2}[-1,1]$ under the conditions

$$
\alpha^{2}(1)+\alpha^{2}(-1)=1 ; \quad \int_{-1}^{1} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0
$$

Using the methods of the classical calculus of variations, we write, $\lambda$ and $2 \mu$ being the multipliers associated to both conditions

$$
\left\{\begin{array}{l}
\delta\left(\int_{-1}^{1} \alpha^{\prime 2}\left(x_{1}\right) \mathrm{d} x_{1}\right)-\lambda \delta\left[\alpha^{2}(1)+\alpha^{2}(-1)\right] \\
-2 \mu \int_{-1}^{1} \delta \alpha \mathrm{~d} x_{1}=0
\end{array}\right.
$$

i.e

$$
\left\{\begin{array}{l}
-\int_{-1}^{1}\left(\alpha^{\prime \prime}+\mu\right) \delta \alpha \mathrm{d} x_{1}+\left[\alpha^{\prime}(1)-\lambda \alpha(1)\right] \delta \alpha(1) \\
-\left[\alpha^{\prime}(-1)+\lambda \alpha(-1)\right] \delta \alpha(-1)=0
\end{array}\right.
$$

Therfore, we have

$$
\begin{aligned}
& \alpha^{\prime \prime}+\mu=0 \\
& \alpha^{\prime}(1)-\lambda \alpha(1)=0 \\
& \alpha^{\prime}(-1)+\lambda \alpha(-1)=0
\end{aligned}
$$

with

$$
\int_{-1}^{1} \alpha\left(x_{1}\right) \mathrm{d} x_{1}=0
$$

It is a Steklov's problem that is easy to solve; we find $\lambda=1$ and $\lambda=3$, so that the inf is 1 . Then, we have

$$
\int_{-1}^{1} \alpha^{2}\left(x_{1}\right) \mathrm{d} x_{1} \geq \alpha^{2}(1)+\alpha^{2}(-1) ; \quad \forall \alpha \in \widetilde{C}^{2}[-1,1]
$$

Now we use the following theorem([2], p 127): Let $\alpha \in H^{1}(-1,1)$. There exists a sequence $\alpha_{n} \in D(\mathbb{R})$ such that the restriction $\hat{\alpha}_{n}$ of $\alpha_{n}$ to the interval $[-1,1]$ tends to $\alpha$ in $H^{1}(-1,1), \hat{\alpha}_{n} \in C^{2}[-1,1]$, so that $C^{2}[-1,1]$ is dense in $H^{1}(-1,1)$.
Then, $\widetilde{C}^{2}[-1,1]$ is dense in $\widetilde{H}^{1}(-1,1)$ and the inequality is valid for $\alpha \in \widetilde{H}^{1}(-1,1)$.
We denote that, if $\alpha$ is cmplex ( $\alpha=\alpha_{1}+i \alpha_{2}, \alpha_{1}, \alpha_{2}$ reals), we have easily:

$$
\int_{-1}^{1}\left|\alpha^{\prime}\right|^{2}\left(x_{1}\right) \mathrm{d} x_{1} \geq|\alpha(1)|^{2}+|\alpha(-1)|^{2} ; \quad \forall \alpha \in \widetilde{H}^{1}
$$

Now, we can prove that $\left[a_{0}(\alpha, \alpha)\right]^{1 / 2}$ defines on $\widetilde{H}^{1}(-1,1)$ a norm which is equivalent to the classical norm $\|\alpha\|_{1}$ of $H^{1}(-1,1)$.
We set

$$
b(\alpha, \hat{\alpha})=\int_{-1}^{1} \alpha \overline{\hat{\alpha}^{\prime}} \mathrm{d} x_{1}-[\alpha(1) \overline{\hat{\alpha}}(1)+\alpha(-1) \overline{\hat{\alpha}}(-1)]
$$

By virtue of the precedent result, we have

$$
b(\alpha, \alpha) \geq 0
$$

Consequently, we have

$$
a_{0}(\alpha, \alpha)=\int_{-1}^{1}|\alpha|^{2} \mathrm{~d} x_{1}+\frac{\tau}{\rho g d^{2}} b(\alpha, \alpha) \geq 0
$$

Let us prove that there exists a constant such that $c>0$

$$
\frac{a_{0}(\alpha, \alpha)}{\|\alpha\|_{1}^{2}} \geq c ; \quad \forall \alpha \in \widetilde{H}^{1}(-1,1)
$$

If $c$ doesn't exist, there is a sequence $\left\{\alpha_{n}\right\} \in \widetilde{H}^{1}(-1,1)$ such that

$$
\frac{a_{0}\left(\alpha_{n}, \alpha_{n}\right)}{\left\|\alpha_{n}\right\|_{1}^{2}} \rightarrow 0 \quad n \rightarrow+\infty
$$

By homogeneity, we can suppose $\left\|\alpha_{n}\right\|_{1}^{2}=1$, and then $a_{0}\left(\alpha_{n}, \alpha_{n}\right) \rightarrow 0$.
From the sequence $\left\{\alpha_{n}\right\}$ bounded in $\widetilde{H}^{1}(-1,1)$, we can extract a subsequence, still denoted $\left\{\alpha_{n}\right\}$, that is weakly convergent in $\widetilde{H}^{1}(-1,1)$, thus strongly convergent in $\widetilde{L}^{2}(-1,1)$ to a limit $\alpha^{*} \in \widetilde{H}^{1}(-1,1) \subset \widetilde{L}^{2}(-1,1)$.
From $a_{0}\left(\alpha_{n}, \alpha_{n}\right) \rightarrow 0$, we deduce

$$
\left\|\alpha_{n}-\alpha_{m}\right\|_{L^{2}}^{2}+\frac{\tau}{\rho g d^{2}} b\left(\alpha_{n}-\alpha_{m}, \alpha_{n}-\alpha_{m}\right) \rightarrow 0
$$

when $n, m \rightarrow+\infty$,
so that

$$
b\left(\alpha_{n}-\alpha_{m}, \alpha_{n}-\alpha_{m}\right) \rightarrow 0
$$

or

$$
\left\{\begin{array}{l}
\left\|\alpha_{n}^{\prime}-\alpha_{m}^{\prime}\right\|_{L^{2}}^{2} \\
-\left[\left(\alpha_{n}(1)-\alpha_{m}(1)\right)^{2}+\left(\alpha_{n}(-1)-\alpha_{m}(-1)\right)^{2}\right]
\end{array} \rightarrow 0\right.
$$

Since $\left\{\alpha_{n}\right\}$ is weakly convergent in $\widetilde{H}^{1}$, the sequences of traces $\left\{\alpha_{n}(1)\right\}$ and $\left\{\alpha_{n}(-1)\right\}$ are strongly convergent in $\mathbb{C}$, so that

$$
\left\|\alpha_{n}^{\prime}-\alpha_{m}^{\prime}\right\|_{L^{2}} \rightarrow 0
$$

Therefore, from

$$
\left\|\alpha_{n}-\alpha_{m}\right\|_{1}^{2}=\left\|\alpha_{n}^{\prime}-\alpha_{m}^{\prime}\right\|_{L^{2}}^{2}+\left\|\alpha_{n}-\alpha_{m}\right\|_{L^{2}}^{2}
$$

we deduce

$$
\left\|\alpha_{n}-\alpha_{m}\right\|_{1} \rightarrow 0
$$

and the sequence $\left\{\alpha_{n}\right\}$ is strongly convergent to $\alpha^{*}$ in $\widetilde{H}^{1}$. Then, from $\left\|\alpha_{n}\right\|_{1}=1$, we deduce $\left\|\alpha^{*}\right\|_{1}=1$.
On the other hand, from $a_{0}\left(\alpha_{n}, \alpha_{n}\right) \rightarrow 0$ we deduce $\left\|\alpha_{n}\right\|_{L^{2}}^{2} \rightarrow 0$ and consequently $\alpha^{*}=0$, that contradicts the precedent result.
Finally, $c$ exists and the form $a_{0}(\alpha, \widehat{\alpha})$ is coercive in $\widetilde{H}^{1} \times \widetilde{H}^{1}$.
Let us return to the variational equation (55).
Contrary to $\alpha$ and $\hat{\alpha}, v$ does not verify $\int_{-1}^{1} v \mathrm{~d} x_{1}=0$. But $w=v-\frac{1}{2} \int_{-1}^{1} v \mathrm{~d} x_{1}$ verify
$\int_{-1}^{1} w \mathrm{~d} x_{1}=0 ; \quad w^{\prime}=v^{\prime}$ and $\int_{-1}^{1} w \overline{\hat{\alpha}} \mathrm{~d} x_{1}=\int_{-1}^{1} v \overline{\hat{\alpha}} \mathrm{~d} x_{1}$.
Therefore, the variational formulation of the problem for $\alpha\left(x_{1}\right)$ is:
To find $\alpha(\cdot) \in \widetilde{H}^{1}(-1,1)$ such that

$$
\begin{equation*}
a_{0}(\alpha, \widehat{\alpha})=\left(\lambda_{1} w, \widehat{\alpha}\right)_{\tilde{L}^{2}} \quad \forall \widehat{\alpha} \in \widetilde{H}^{1} \tag{56}
\end{equation*}
$$

If we call $Q_{0}$ the unbounded operator of $\widetilde{L}^{2}(-1,1)$ associated to $a_{0}(.,$.$) and the pair \left(\widetilde{H}^{1}, \widetilde{L}^{2}\right)$, the equation (56) is equivalent to

$$
\begin{equation*}
\alpha=\lambda_{1} Q_{0}^{-1} w \tag{57}
\end{equation*}
$$

iii) Then, we can calculate $w\left(x_{1}\right)$ and $\lambda_{1}$ by solving the eigenvalues problem $(P)$ :

$$
\begin{gather*}
-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\left(1-x_{1}^{2}\right) w^{\prime}\right]=\lambda_{1} Q_{0}^{-1} w  \tag{58}\\
\int_{-1}^{1} w\left(x_{1}\right) \mathrm{d} x_{1}=0 \tag{59}
\end{gather*}
$$

and there are not boundary conditions.
If $\lambda_{1}$ is an eigenvalue and and $w$ a corresponding eigenelement, the eigenelement $v$ is given by the equation (52):

$$
v=Q_{0}^{-1} w-\frac{\tau}{\rho g d^{2}}\left(Q_{0}^{-1} w\right)^{\prime \prime}
$$

(We remark that $Q_{0}^{-1} w$ belongin to $D\left(Q_{0}\right)$, belongs to $\widetilde{H}^{1}(-1,1)$ ).
In order to solve the problem $(P)$, we use results obtained in [3] on the Legendre's operators.
We introduce the spaces

$$
\begin{gathered}
V=\left\{u \in L^{2}(-1,1) ; \sqrt{1-x_{1}^{2}} u^{\prime} \in L^{2}(-1,1)\right\} \\
\widetilde{V}=\left\{u \in V ; \int_{-1}^{1} u\left(x_{1}\right) \mathrm{d} x_{1}=0\right\}
\end{gathered}
$$

equipped with the scalar product

$$
a_{0}(u, \widetilde{u})=\int_{-1}^{1}\left\{\left(1-x_{1}^{2}\right) u^{\prime} \overline{\widetilde{u}^{\prime}}+u \overline{\widetilde{u}}\right\} \mathrm{d} x_{1}
$$

$V$ and $\widetilde{V}$ are Hilbert spaces and the embedding $V \subset L^{2}$ and $\widetilde{V} \subset L^{2}$ are continuous, dense and compact [3].
Let consider the problem $(P)$.
Since $\lambda Q_{0}^{-1} w \in \widetilde{L}^{2}, \sqrt{1-x_{1}^{2}} w^{\prime} \in H^{1}$ and, consequently [3] $\sqrt{1-x_{1}^{2}} w^{\prime}=0$ for $x_{1}= \pm 1$.
We have
$\int_{-1}^{1}-\frac{\mathrm{d}}{\mathrm{d} x_{1}}\left[\left(1-x_{1}^{2}\right) w^{\prime}\right] \cdot \bar{W} \mathrm{~d} x_{1}=\left(\lambda_{1} Q_{0}^{-1} w, W\right)_{\widetilde{L}^{2}} \forall W \in \widetilde{V}$
Writing $W=\widetilde{W}-\frac{1}{2} \int_{-1}^{1} \widetilde{W} \mathrm{~d} x_{1}$ with $\widetilde{W}$ arbitrary in $V$, we have
$\int_{-1}^{1}-\frac{\mathrm{d}}{\mathrm{d} x_{1}}\left[\left(1-x_{1}^{2}\right) w^{\prime}\right] \cdot \widetilde{\widetilde{W}} \mathrm{~d} x_{1}=\left(\lambda_{1} Q_{0}^{-1} w, \widetilde{W}\right)_{L^{2}} \quad \forall \widetilde{W} \in V$.
But $\mathscr{D}(-1,1)$ is dense in $V$ [3]. Taking $\hat{W} \in \mathscr{D}(-1,1)$ and integrating by parts, we have

$$
\left\{\begin{array}{l}
{\left[-\left(1-x_{1}^{2}\right) w^{\prime} \hat{W}\right]_{-1}^{1}+\int_{-1}^{1}\left(1-x_{1}^{2}\right) w^{\prime} \cdot \overline{\hat{W}}^{\prime} \mathrm{d} x_{1}} \\
=\lambda_{1}\left(Q_{0}^{-1} w, \hat{W}\right)_{L^{2}} ; \quad \forall \hat{W} \in \mathscr{D}(-1,1)
\end{array}\right.
$$

The first term of the left-hand side has sense and it is equal to zero, so that we have
$\int_{-1}^{1}\left(1-x_{1}^{2}\right) w^{\prime} \cdot \overline{\hat{W}}^{\prime} \mathrm{d} x_{1}=\lambda_{1}\left(Q_{0}^{-1} w, \hat{W}\right)_{L^{2}} ; \forall \hat{W} \in \mathscr{D}(-1,1)$
therefore by density for each $\hat{W} \in V$ and finally

$$
\begin{equation*}
\int_{-1}^{1}\left(1-x_{1}^{2}\right) w^{\prime} \cdot \widetilde{W}^{\prime} \mathrm{d} x_{1}=\lambda_{1}\left(Q_{0}^{-1} w, \widetilde{W}\right)_{L^{2}} ; \forall \widetilde{W} \in \widetilde{V} \tag{61}
\end{equation*}
$$

Reciprocally, from (61), we deduce (60) and consequently

$$
-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\left(1-x_{1}^{2}\right) w^{\prime}\right]=\lambda_{1} Q_{0}^{-1} w \text { in } \mathscr{D}^{\prime}(-1,1)
$$

Therefore, the variational formulation of the problem $(P)$ is : to find $w \in \widetilde{V}$ verifying (61).
The sesquilinear form of the left-hand side of (61) is hermitian and continuous on $\widetilde{V} \times \widetilde{V}$. We are going to prove that is coercive, i.e there exists a constant $c_{0}>0$ such that

$$
\int_{-1}^{1}\left(1-x_{1}^{2}\right) w^{\prime 2} \mathrm{~d} x_{1} \geq c_{0}\|w\|_{\tilde{V}}^{2} ; \quad \forall w \in \widetilde{V} .
$$

If $c_{0}>0$ does not exist, there exists a sequence $\left\{w_{n}\right\} \in \widetilde{V}$ such that

$$
\left\|w_{n}\right\|_{\tilde{V}}=1, \quad \int_{-1}^{1}\left(1-x_{1}^{2}\right) w_{n}^{\prime 2} \mathrm{~d} x_{1} \rightarrow 0 \quad \text { when } n \rightarrow \infty .
$$

From the sequence $\left\{w_{n}\right\}$, we can extract a subsequence, still denoted $\left\{w_{n}\right\}$ that is strongly convergent in $\widetilde{L}^{2}$ to a
limit $\widetilde{w} \in \widetilde{V} \subset \widetilde{L}^{2}$ :

$$
\left\|w_{n}-\widetilde{w}\right\|_{\tilde{L}^{2}} \rightarrow 0
$$

From
$\left\|w_{n}-w_{m}\right\|_{\widetilde{V}}^{2}=\int_{-1}^{1}\left[\left(1-x_{1}^{2}\right)\left(w_{n}^{\prime}-w_{m}^{\prime}\right)^{2}+\left(w_{n}-w_{m}\right)^{2}\right] \mathrm{d} x_{1}$
and the precedent result, we deduce

$$
\left\|w_{n}-w_{m}\right\|_{\tilde{V}} \rightarrow 0 \text { when } n, m \rightarrow \infty .
$$

The sequence $\left\{w_{n}\right\}$ is convergent in $\widetilde{V}$ to $\widetilde{w}$ and consequently

$$
\|\widetilde{w}\|_{\widetilde{V}}=1
$$

On the other hand, from $\int_{-1}^{1}\left(1-x_{1}^{2}\right) \widetilde{w}^{\prime 2} \mathrm{~d} x_{1}=0$, we deduce $\widetilde{w}^{\prime}=0$, then $\widetilde{w}=c t e$, and, since $\widetilde{w} \in \widetilde{V}, \widetilde{w}=0$, that contradicts the precedent result.
There, we can finish like in the regular case.
let us call $\widetilde{L}_{0}$, the unbounded opertor of $\widetilde{L}^{2}$ associated to the form $\int_{-1}^{1}\left(1-x_{1}^{2}\right) w^{\prime} \cdot \bar{W}^{\prime} \mathrm{d} x_{1}$ and the pair $\left(\widetilde{V}, \widetilde{L}^{2}\right)$.
The variational equation (61) is equivalent to the operatorial equation

$$
\begin{equation*}
\widetilde{L}_{0} w=\lambda_{1} Q_{0}^{-1} w \tag{62}
\end{equation*}
$$

Setting $\widetilde{L}_{0}^{1 / 2} w=w^{*}$ and and introducing the operator $C=\widetilde{L}_{0}^{-1 / 2} Q_{0}^{-1} \widetilde{L}_{0}^{-1 / 2}$ bounded in $\widetilde{L}^{2}$, self-adjoint, positive definite and compact, we obtain the equivalent equation

$$
\begin{equation*}
C w^{*}=\lambda_{1}^{-1} w^{*} \tag{63}
\end{equation*}
$$

The eigenvalues $\lambda_{1 j}$ of the problem are the inverse of the eigenvalues of $C$ and we have
$0<\lambda_{11} \leq \lambda_{12} \leq \cdots \leq \lambda_{1 n} \leq \cdots ; \quad \lambda_{1 n} \rightarrow \infty$ when $n \rightarrow \infty$
The eigenfunction $w_{n}$ of the problem verify

$$
\left(Q_{0}^{-1} w_{n}, w_{m}\right)_{\widetilde{L}^{2}}= \begin{cases}0 & \text { if } m \neq n \\ \lambda_{1 n}^{-1} & \text { if } m=n\end{cases}
$$

The $v_{n}$ are given by

$$
v_{n}=Q_{0}^{-1} w_{n}-\frac{\tau}{\rho g d^{2}}\left(Q_{0}^{-1} w_{n}\right)^{\prime \prime}
$$

Remark: It was possible to avoid a few precedent calculations by using the general theory of the degenerate elliptic operators of Baouendi and Goulaouic ([1], [7]); this theory must be used in the case of an arbitrary container.

In our case, we consider the operator (of Legendre)

$$
\widetilde{L}_{0}=-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\left(1-x_{1}^{2}\right) \frac{\mathrm{d}}{\mathrm{~d} x_{1}}\right]
$$

without boundary condition.
It can be proved that

1) $\widetilde{L}_{0}$ is topological isomorphism of

$$
D\left(\widetilde{L}_{0}\right)=\left\{w \in \widetilde{H}^{1}(-1,1) ; \quad\left(1-x_{1}^{2}\right) w \in H^{2}(-1,1)\right\}
$$

onto $\widetilde{L}^{2}(-1,1)$
2) $\widetilde{L}_{0}$, considered as an unbounded operator of $\widetilde{L}^{2}(-1,1)$, has an inverse $\widetilde{L}_{0}^{-1}$ bounded from $\widetilde{L}^{2}(-1,1)$ in $\widetilde{L}^{2}(-1,1)$, self-adjoint, definite positive and compact.
Then the problem $(P)$ is :
To find $w \in D\left(\widetilde{L}_{0}\right)$ and $\lambda_{1} \in \mathbb{R}$ such that

$$
\widetilde{L}_{0} w=\lambda_{1} Q_{0}^{-1} w
$$

It is the equation (62)

### 4.4 The second order approximation

i) we have

$$
\begin{aligned}
& \frac{\partial^{2} \hat{\Phi}_{2}}{\partial z^{2}}=\frac{z^{2}}{2} v^{I V}\left(x_{1}\right)-z \alpha^{\prime \prime}\left(x_{1}\right)-w^{\prime \prime}\left(x_{1}\right) \text { in } \Omega_{z} ; \\
& \left\{\begin{array}{l}
\left.\frac{\partial \hat{\Phi}_{2}}{\partial z}\right|_{z=x_{1}^{2}-1} \\
=2 x_{1}\left[-\frac{\left(x_{1}^{2}-1\right)^{2}}{2} v^{\prime \prime \prime}\left(x_{1}\right)+\left(x_{1}^{2}-1\right) \alpha^{\prime}\left(x_{1}\right)+w_{1}^{\prime}\left(x_{1}\right)\right]
\end{array}\right. \\
& \left.\int_{-1}^{1} \frac{\partial \hat{\Phi}_{2}}{\partial z}\right|_{z=0} \mathrm{~d} x_{1}=0 ; \\
& \left.\frac{\partial \hat{\Phi}_{2}}{\partial z}\right|_{z=0}-\frac{\tau}{\rho g d^{2}} \frac{\partial^{2}}{\partial x_{1}^{2}}\left(\left.\frac{\partial \hat{\Phi}_{2}}{\partial z}\right|_{z=0}\right)=\lambda_{2} v\left(x_{1}\right)+\lambda_{1} w_{1}\left(x_{1}\right) ; \\
& \frac{\partial}{\partial x_{1}}\left(\frac{\partial \hat{\Phi}_{2}}{\partial z}\right)= \pm \frac{\partial \hat{\Phi}_{1}}{\partial z} \text { for } z=0 ; \quad x_{1}= \pm 1 .
\end{aligned}
$$

These equations give
$\hat{\Phi}_{2}=\frac{z^{4}}{24} v^{I V}\left(x_{1}\right)-\frac{z^{3}}{6} \alpha^{\prime \prime}\left(x_{1}\right)-\frac{z^{2}}{2} w_{1}^{\prime \prime}\left(x_{1}\right)+z \beta\left(x_{1}\right)+w_{2}\left(x_{1}\right)$,
where $\beta\left(x_{1}\right)$ and $w_{2}\left(x_{1}\right)$ are to determine,

$$
\begin{aligned}
& \beta\left(x_{1}\right)=\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[-\frac{\left(x_{1}^{2}-1\right)^{3}}{6} v^{\prime \prime \prime}+\frac{\left(x_{1}^{2}-1\right)^{2}}{2} \alpha^{\prime}+\left(x_{1}^{2}-1\right) w_{1}^{\prime}\right] \\
& \int_{-1}^{1} \beta\left(x_{1}\right) \mathrm{d} x_{1}=0 \\
& \beta\left(x_{1}\right)-\frac{\tau}{\rho g d^{2}} \beta^{\prime \prime}\left(x_{1}\right)=\lambda_{2} v\left(x_{1}\right)+\lambda_{1} w_{2}\left(x_{1}\right) \\
& \beta^{\prime}( \pm 1)= \pm \beta( \pm 1)
\end{aligned}
$$

ii) Instead of consider straight the problem for $w_{1}\left(x_{1}\right)$, we are going to solve the problem for $\beta\left(x_{1}\right), v\left(x_{1}\right), w_{1}\left(x_{1}\right), \lambda_{1}, \lambda_{2}$ being supposed known.
We have

$$
\begin{gather*}
\beta\left(x_{1}\right)-\frac{\tau}{\rho g d^{2}} \beta^{\prime \prime}\left(x_{1}\right)=\lambda_{2} v\left(x_{1}\right)+\lambda_{1} w_{2}\left(x_{1}\right)  \tag{64}\\
\int_{-1}^{1} \beta\left(x_{1}\right) \mathrm{d} x_{1}=0  \tag{65}\\
\beta^{\prime}( \pm 1)= \pm \beta( \pm 1) \tag{66}
\end{gather*}
$$

This problem is analogous to the problem for $\alpha\left(x_{1}\right)$ and we have with the precedent notations
$a_{0}(\beta, \hat{\beta})=\lambda_{2} \int_{-1}^{1} v \overline{\hat{\beta}} \mathrm{~d} x_{1}+\lambda_{1} \int_{-1}^{1} w_{1} \overline{\hat{\beta}} \mathrm{~d} x_{1} \quad \forall \beta \in \widetilde{H}^{1}$.
Since $v$ (resp $w_{1}$ ) does not verify $\int_{-1}^{1} v\left(x_{1}\right) \mathrm{d} x_{1}=0$ (resp $\int_{-1}^{1} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}=0$ ), we introduce
$w=v-\frac{1}{2} \int_{-1}^{1} v\left(x_{1}\right) \mathrm{d} x_{1} ; \quad W_{1}=w_{1}-\frac{1}{2} \int_{-1}^{1} w_{1}\left(x_{1}\right) \mathrm{d} x_{1}$.
The variational formulation of the problem is:
To find $\beta \in \widetilde{H}^{1}$ such that

$$
a_{0}(\beta, \hat{\beta})=\left(\lambda_{2} w_{0}+\lambda_{1} W_{1}, \widehat{\beta}\right)_{\widetilde{L}^{2}} \quad \forall \widehat{\beta} \in \widetilde{H}^{1}
$$

and we obtain, $Q_{0}$ being the unbounded operator wich we have used:

$$
\beta\left(x_{1}\right)=\lambda_{2} Q_{0}^{-1} w+\lambda_{1} Q_{0}^{-1} W_{1} .
$$

iii) Now, we can calculate $w_{1}\left(x_{1}\right)$ and $\lambda_{2}$ by solving the eigenvalues problem:

$$
\begin{gather*}
-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\left(1-x_{1}^{2}\right) W_{1}^{\prime}\right]-\lambda_{1} Q_{0}^{-1} W_{1}=\hat{f}(w)+\lambda_{2} Q_{0}^{-1} w  \tag{67}\\
\int_{-1}^{1} W_{1} \mathrm{~d} x_{1}=0 \tag{68}
\end{gather*}
$$

where

$$
\hat{f}(w)=-\frac{\mathrm{d}}{\mathrm{~d} x_{1}}\left[\frac{\left(1-x_{1}^{2}\right)^{6}}{6} w^{\prime \prime}-\frac{\left(1-x_{1}^{2}\right)^{2}}{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} x_{1}^{2}}\left(1-x_{1}^{2}\right) w^{\prime}\right]
$$

Anyway, it is a matter of a countable infinity of problems, obtained by replacing $\lambda_{1}$ by $\lambda_{1 k}$ and $w$ by $w_{k}(k=1,2 \cdots)$. Like in the regular case, the problem is possible only if the right-hand side of (67) is orthogonal in $\widetilde{L}^{2}$ to the eigenelements $w_{k}$ corresponding to the $\lambda_{1 k}$.
Supposing still that the $\lambda_{1 k}$ are simple eigenvalues, we obtain

$$
\begin{equation*}
\lambda_{2 k}=-\lambda_{1 k}\left(\hat{f}\left(w_{k}\right), w_{k}\right)_{\widetilde{L}^{2}}=0 \tag{69}
\end{equation*}
$$

The problem for $W_{1}$ can be written

$$
\widetilde{L}_{0} W_{1}=\lambda_{1 k} Q_{0}^{-1} W_{1}+\hat{f}\left(w_{k}\right)+\lambda_{2 k} Q_{0}^{-1} w_{k}
$$

Setting

$$
\widetilde{L}_{0}^{1 / 2} W_{1}=W_{1}^{*}, \quad C=\widetilde{L}_{0}^{-1 / 2} Q_{0}^{-1} \widetilde{L}_{0}^{-1 / 2}
$$

we obtain

$$
W_{1}^{*}=\lambda_{1 k} C W_{1}^{*}+\widetilde{L}_{0}^{-1 / 2} \hat{f}\left(w_{k}\right)+\lambda_{2 k} C w_{k}^{*}
$$

Let us seek $W_{1}^{*}$ in the form

$$
W_{1}^{*} \sim \sum_{n} e_{n} w_{n}^{*}
$$

We obtain, by seeking

$$
\widetilde{L}_{0}^{-1 / 2} \hat{f}\left(w_{k}\right) \sim \sum_{n} g_{n} w_{n}^{*},
$$

where the $g_{n}$ are known:

$$
\begin{cases}e_{n}\left(1-\lambda_{1 k} \lambda_{1 n}^{-1}\right)-g_{n}=0 & \text { for } n \neq k \\ -g_{k}-\lambda_{2 k} \lambda_{1 k}^{-1}=0 & \text { for } n=k\end{cases}
$$

The last equation gives (69); the others give the $e_{n}$ for $n \neq$ $k, e_{k}$ remaining indeterminate.
We find finally

$$
W_{1} \sim e_{k} w_{k}+\sum_{n \neq k} g_{n}\left(1-\lambda_{1 k} \lambda_{1 n}^{-1}\right) w_{n}
$$

Consequently, we must calculate the third approximation in ordrer to determine $e_{k}$ and then $W_{1}$.

## Acknowledgement

The authors are grateful to the anonymous referee and the editorial board for a careful checking of the details and for helpful comments that improved this paper.

## References

[1] M.S. Baouendi, C. Goulaouic, Régularité et théorie spectrale pour une classe d'opérateurs elliptiques dégénérées, Arch. Rat. Mech. Anal 34, 361-379 (1969).
[2] H. Brézis, Analyse Fonctionnelle, Théorie et applications, Masson, Paris, 1983.
[3] R. Dautray, J.L. Lions, Analyse Mathématique et calcul numérique, Vol. 5, Masson, Paris, 1988.
[4] N.D. Kopachevsky, S. G. Krein, Operator approach to linear problems of hydrodynamics, Vol. 1, Chap 5, Birkhauser, Bâle, 2001.
[5] N.N. Moiseyev, V.V. Rumyantsev, Dynamic stability of bodies containing fluid, Springer, Berlin, 1968.
[6] H.J.P. Morand, R.Ohayon, Iinteractions fluides-structures, Masson, Paris, 1992.
[7] J. Sanchez Hubert and E. Sanchez Palencia, Vibration and coupling of continuous systems, Asymptotic methods, Chap II, Springer, Berlin, 1989.
[8] J.J. Stoker, Water waves, The mathematical theory with applications, Intersciences Publishers, New York, 1957.
[9] J.V. Wehausen, E.V. Laitone, Surface waves, Encyclopedia of Physics, Volume IX Fluid Dynamics III , 446-778, Springer Verlag, Berlin, 1960.

$\begin{array}{rll}\text { Hilal } & \text { Essaouini } & \text { is } \\ \text { Assistant } & \text { Professor } & \text { of }\end{array}$ Mechanics at Abdelmalek Essaâdi University (Tetuan-Morocco). He was Professor of Mathematics at high school Meki Nasseri (Tetuan). He received his Doctorate in Theoretical Mechanics at Abdelmalek Essaâdi University (Tetuan-Morocco). He has published research articles in reputed international journals of mathematical and mechanical sciences. His main research interests are: Oscillations of homogeneous or heterogeneous liquid in rigid or elastic container, Oscillations of inviscid or viscous liquid in presence of surface tensions or under zero gravity, Small convective motions of viscoelastic fluids.

 University, Morocco. He completed a post-doc researcher at the University of Granada, Spain, he is interested in the development of the characterisation of the mechanical properties of soft tissues based on ultrasonic transmission, which is an application in biomedical domain. His research interests are in the areas of applied mathematics, fluid structures interaction, the buckling phenomena, finite element method. He has published research articles in reputed international journals of mechanic engineering sciences. He is referee of some international engineering journals.


Larbi EL BAKKALI is a professor at Abdelmalek Essadi University in Tetouan (Morocco). He obtained his first PhD in Nonlinear mechanics and chronometry from the University Franche-Comté of Besançon (France) in 1982 and his state Doctorate in Mechanical engineering from the PARIS Observatory of France in 1990. He is member of the SMSM (Moroccan Society of Mechanical Sciences), RUMEC (Academic Network Mechanics), AF3M (Franco Maghreb Association of Mechanics and Materials) and of the IAU (International Astronomical Union). He has more than 30 years of experience in teaching and research in mechanical,mechatronics and robotics. He has presented several research papers at various conferences, which have been published in international journals.

Pierre Capodanno, Emeritus Professor in the University of Franche-Comté (Besançon - France), was assistant in the Montpellier University, then professor in the Rouen University and finally, professor of theoretical mechanics in the Besançon University. He has published 147 papers in various domains of the Theoretical Mechanics and Mathematical Physics: Theory of profiles, of the biplane and of systems of profiles - Analytical Mechanics - Stability theory - Stability of bodies containing fluid - Small oscillations of inviscid and viscous fluids in a fixed or moving, rigid or elastic containers - Small oscillations of structures body - fluid in zero gravity - Convective motions of viscous and viscoelastic fluids. He is reviewer for "Zentralblatt fün Mathematik".


[^0]:    * Corresponding author e-mail: hilal _ essaouini @ yahoo.fr

