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Abstract: The main aim of this paper is to present generalizations ofiBa and Psi matrix functions. Some different properties
are established for these new generalizations. By mearfseajeéneralized Gamma matrix function, we introduced theigdized
Pochhammer symbols and their properties.
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1 Introduction Gamma functions 4,13,19,20,21]. Some fundamental
properties of these functions were investigatedlig.[In
The Gamma functio (z), defined forRe(z) > 0 by the  [10,11] a new approach to the computation of the

improper integral generalized complete and incomplete Gamma functions
© 1y are proposed, which considerably improved its
r(z) 2/0 Vet eVay, capabilities during numerical evaluations in significant

cases. Using binomial expansion theorem the generalized

was introduced into analysis in the year 1729 by Leonardsamma and incomplete Gamma functions are expressed
Euler [7], while seeking a generalization of the factorial qugh the familiar Gamma and exponential integral
n! for non-integral values oh, and subjected to intense f,nctions.

study by many eminent mathematicians of the nineteenth o ) )
and early twentieth centuries and continues to interest the A generalization of a well-known special matrix

present generation. The logarithmic derivatiyeof the ~ functions, which extends the domain of that matrix
Gamma function is known as the Psi or digammafunctions, can be expected to be useful provided that the

function, that is, it is given by important properties of the special matrix functions are

, carried over to the generalization in a natural and simple

W(x) = r(x manner. Of course, the original special matrix functions
r(x’ and its properties must be recoverable as a particular case

for positive real numbens The Gamma functions are one of the generalization. Special functions of a matrix

of the most important special functions and have manyargréjr;r:]ent ;p;rp])esir in the StUdz dOfmSF:tri]\(/a“r(i:atl funnculonis cm
applications in many fields of science, for example,Ce amn symmetric: Spaces: a ultivariate -analysis

analytic number theory, statistics and physics. statistics, see 14]. Special functions of two diagqnal
The generalized Gamma functions are widely used in”;attﬁx grgument hgvg tt)een L:gede]. [?omehpropert|es "
the solution of many problems of wave scattering ang?' the amma and Beta matrix functions have recently
diffraction theory [19,20. For the properties of the _been treated inl6,17]. An as'ymptotlclexpressmn'of the
analogous extensions of the family of Gamma functions,'ncompl‘.ate (?gmmal m?t.n); ftinct|on af‘d rgmtegral
we refer the reader tal[5,6], and for a historical profile, expressions of Bessel matrix functions are giverei# [
we refer the reader t&/]. To date, a few various methods The primary goal of this paper is to consider a
have been developed for the analysis of the generalizedeneralizations of Gamma and Psi matrix functions.
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Then, difference formula, reflection formula, recurrence2 Preliminaries

relations and differential equation are derived for

generalizations of Gamma and Psi matrix functions.In this section, we shall adopt in this work a somewhat
Finally, we define generalizations of Pochhammerdifferent notation and facts from that used by previous

symbols and some their properties. results as follows:
Throughout this paper, consider the complex space The reciprocal Gamma function denoted/by?(z) =
CN*N of complex matrices of common ordit A matrix % is an entire function of the complex varialdeThen

A'is a positive stable matrix itN*N if Re(A) > 0 for all
A € o(A) whereo(A) is the set of all eigenvalues @
The two-norm ofA, which will be denoted by|A||, is
defined by

for any matrixAin CN*N, the image of” ~1(z) acting onA
denoted by” ~1(A) is a well defined matrix. Furthermore,
if

[|AX]|2 A+nl is invertible for all integen> 0, (5)

||A] = sup : . - o NsN :
x20 |[X|2 where| is the identity matrix inCN*N, then I (A) is

) invertible, its inverse coincides with ~1(A) and one gets
where for a vectoyin CN, |ly||» = (y"y)? is the Euclidean  the formula [L6]

norm ofy andA™ denotes the Hermitian adjoint &f We . 1/ Ay ) -
denote byu(A) the logarithmic norm of\, defined by 9, (A =T (A+nDFHA) 0> 15(Ajo=1. (©)
12,22 Jodar and Cortés have proved €] that
H [ (A) = lim (n—1)![(A)n] " 1n?. 7

u(A) = max{z: zeigenvalues 03‘0%}. 1) (A) = (= DA %

For any matrixA and in CN*N we use the following
We denote byi(A) the number relation due to17], as follows

H A = An_n
[i(A) = min{z: zeigenvalues ofa%}. @ @@-2"7= Zo nl 2" iz <1
& on

By [12], it follows that Let A be two positive stable matrices iBN*N. The

Gamma matrix functiorl (A) and the Digamma matrix
et <eH; t>0. function(A) have been defined iif,18] as follows
Hence, r(A) = / et dt, " —exp(A—Dint)  (8)

0
_ N-1 1\s
”etA” < eIN(A) Z} (”AHSITIZt) ©t>0, and
= : d - '

YA)=gaInl(A) =T LA (A). 9)

and

N Jodar and Sastre have proved asymptotic behavior of
A < nf(® Nil (IAN2Inn)® Gamma matrix function in1[5] by using
- - sl ' = A 1
. AT () = e YAy 1+ S)eh] (10)
If f(z) and g(z) are holomorphic functions of the ) )
complex variable which are defined in an open setof ~ Wherey is the Euler-Mascheroni constant.

the complex plane and is a matrix inCN*N such that Some integral forms of the Bessel matrix functions and
o(A) C Q, then from the properties of the matrix the modified Bessel matrix functions proved ] are the
functional calculusg], it follows that following
r-1as L 1

F(A)G(A) = g(A)f(A). @) s Gp ATy [ @t eosaar, @

2 VT -1
Hence, ifB in CN*N is a matrix for whicha(B) ¢ Q and |
if AB = BA, then rYa+l n
| Ia(2) = (%)A# / (1—t2)A~2 coshz)dt (12)
f(A)g(B) =g(B)f(A). (4) g o

an

Let Ain CN*N| F(2) a matrix function, and leg(z) be a 1 7 . e 2

positive scalar function. We say thdt(z) behaves Ka(z) = —(—)A/ exp(—t — =)t~ At (13)
0(g(2),A) in a domain@, if ||F(2)|| < M(A)g(2), for 2°2" Jo 4

some positive constamll(A),z€ Q, andF(z) commutes  where Ka(z), also known as modified Hankel matrix
with A. function or Macdonald matrix function.

(@© 2015 NSP
Natural Sciences Publishing Cor.



J. Ana. Num. Theoi3, No. 1, 63-68 (2015) www.naturalspublishing.com/Journals.asp NS = 65

3 A generalized Gamma matrix functions between the Mellin transform of a function and derivative

we see that
It is possible to extend the classical Gamma function in o\ (—lt—Bt-1).
infinitely many ways. some of these extensions could be~ (A—=DI(A=1,B) = M{(~1 +Bt el iA}(18)
useful in certain types of problems. We define the Hence,
generalized Gamma matrix function (GGMF) and the
generalized Psi matrix function (GPMF) in Definition 3.1 —(A—1)I'(A—1,B)=~I"(A,;B) + Bl (A—2;B). (19)
and Definition 3.2. The generalized Gamma and Psi ReplacingA by A = A+ 1 in (19), we get the proof
matrix function have several interesting properties. Someof(i)
useful properties are listed below in Theorem 3.1 and "
Theorem 3.2 of this section. T :
Definition 3.1. Let A and B be positive stable matrices in (i)-Puttingt = BE ™7, in (14) yield
CN*N then, the generalized Gamma matrix function I'(A,B):exp(AInB)/ (A BE g (20)
I (A,B) is defined by 0
which is exactly

o (14)  r(-AB)=exp—AInB)I (A B), (21)

7 =exp((A=1)Int). as desired.
The factor exp—%) in the integral (14) plays the role of a (iii)- This follows from (i) and (ii) when we replacé
regularizer. For this generalized we present differenceby —Aand use the Eq.(21).
formula, reflection formula, differential equation and (iv)- Form Definition 3. 1. We have

various particular cases. an
Let us suppose th&is a matrix such that 75

Re(z) > 0, for everyeigenvalyez € o(B), u(B)>0, n=0,12,...
ReplacingA by A—1 in (i), we find

I (AB):= /mtAf'e*“‘*%dt,
0

{rAB}= (-1 T(A-nB)

and let us denote/B = B2 = exp(1logB) the image of
the function zz = exp(3logz) by the Riesz-Dunford Bl (A—=21.B)—(I-AI(A-1,B)-T(AB)=0, (23)

functional calculus, acting on the matr where lo@  form (22) and (23), we obtain the required second-order
denotes the principal branch of the complex logarithm yifrerential equation.

Esee B])% J\hel\r;l bydthe illzitegr?llinf(lﬂ['car; be simplified in pefinition 3.2. Let A and B be positive stable matrices in
erms otthe Macdonald matrix function to give CN*N sych that for all integral > 0 satisfies the condition

A
F(A,B):ZequInB)KA(Z\/E); u(B) >0, (15)  A+nlandB+nl areinvertible (24)
is also useful in the evaluation of certain Mellin and Then I (A,B) is invertible, its inverse coincides with
Laplace transforms. —%(A,B) and the generalized Psi (Digamma) matrix

Theorem 3.1.Let A and B be positive stable matrices in functiong(A, B) given in the formula
CN*N then each of the following properties holds true:

E;
() (A+1,B)=Al(A,B)+Br (A—1,B). W(AB) = 2 {In(l"(AB))}
(i) (—A,B) = exp(—AInB)[ (A,B). Criam A
(i) -AB)=exp-ANB)(F(A+1.8)-Ar(aB). | APIGRITABE

(25)

oA

(V)BZY 4 (1 ~AY _U=0; U=T(AB). It follows from the integral representation (14) of the
98 generalized Psi matrix function that

Proof.(i)-Let M be Mellin transform operator as defined

AB)=I"1AB /th—' Int)e"t-B gt
by ) W(AB) (AB) |t (Int) (26)
M{f(t); A} ::/ FOPAdt. (16) H(B) > 0, u(A) > 0.
0 . .
Thenl” (A,B) is simply the Mellin transform of Remark. 3.1. (14) and (26) .are mf’mlx v.er5|ons of
f(t) == exd—It —Bt—1] in A, thus generalized Gamma and Psi functions given 8. [
Remark 3.2.(14) and (26) foB = 0 reduces Gamma and

I(AB):=M{e""B A} Psi matrix functions in16,18], respectively.

Exoloiting the relationshi Theorem 3.2.Let A and B be positive stable matrices in
xploiting the retationship CN*N satisfying the condition (24) for all integral> 0.
M{f'(t);A} = —(A—D)M(f(t)(A-1)), (17)  Then each of the following properties holds true:
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OY(AB)=Jo'T HAB)
x {e=r(aB)- (1+s) AT(AB(1+9)}

p(B) =0, uA) > . "
(i) W(AB) = 5T ( B){ A8 — e TLAS) L,
u(B) >0, u(A) >
(|||)Lp(A ) InA+fo ~1(A,B)
) CABd) Lengy,

u( )>0 H(A) > 0.
(|v)w( B) =InB+ (A B); u(B)>0.
(v)t,U(A—H B)[ (A+1,B)—By(A—1,B)[ (A+1,B)
=TI (AB)+AY(AB)I (AB); u(B)>0, u(A)>0

proof. (i)-Let us consider the double integral

0 oo - —t—s _ a—t(1+s)
p [ e g
0 Jo S

If we integrate the double integral with respect tto
becomes

A /m{efs/mtA—le—(ltJrBt’l)dt
0
— /wt/'\—
0

From Definition 3.1. We obtain

(27)

t(1+s)l+Bt1 d }_ (28)

A= / {e’sl' (A,B)— (1+5) A (A,B(1+ s))}d—;.(zg)
0
Integrating (27) with respect t§ we have

0 0 A—S_ atS
A= / | / %ds}dt.
0 0

(30)

The transformatios = € — 1 in the second integral on the
right -hand side yields

'AB)

® (14-8) AT (AB(1+9))I ~
s :

e I'(A,Bet)l'*l(A,B)e*tAdt
 Jin1+6) 1-et '

(34)

From (33) and (34), we obtain the required relationship

wae= (5

(ii)- Adding and subtracting the facté}rﬁ in the first term
of the integrand in (ii), we find that

I (ABE)r (A, B)e—tA)

- dt. (35)

W(AB)
R
_/ i d‘*/ (36)
(A, Beti (A B)e™ tA} oAt

The first on the right- hand side of (34) is the standard
integral representation of (A) (see B]). This proves (iii).
(iv)-ReplacingA by —Ain (26), it follows that

W(—AB) = 1(—A B)/ (A Int e +B gt (37)
0

The substitutions = Bt ,dt = —Br—2dr in (37) yield

LIJ(_A7 B)

- L (38
:B’Al"l(—A7B)/ (nB—In7)A e -8 gy 8
0

The inner integral in (30) is the integral representation ofUsing result (i) in Theorem 3.1. We have

Int ([6], p. 24), we see that
iI‘(A B).

A= [ A inte (B g —
JA oA

Form (29) and (31), it follows that
7}
oA

(31)

++ (M (AB))
:/Om{e*Sr (AB)— (149" (32)

r(A,B(1+s))}%s.

Multiplying both sides in (32) by ~(A,
proof of relation (i) is completed.
(ii)-From result (i), we see that

W(AB)

. (<) e—S
=lim [/ —ds
—»0LJs S

® (14-8)7Ar (AB(1+9))l
-, g

B). Thus, the

(33)
'(AB)

ds} .

‘IJ(_Av B)

@ 1, (39
:I"l(A,B)/ (INB—InT)TA e 787 ldr,( )
0

which is exactly the right-hand side of (iv)(v)- According
to the relation (15) with straightforward computation
shows that

/ Int(tA — A — BtA-2)e B gt
0

—2B" ZKA(Z\/E),(A'O)

u(B) >0,
that is,
r(A+1,B)g(A+1,B)— Al (A B)Y(A,B)
(41)
Bl (A—1,B).y(AB) =TI (AB).
Multiplying the above equation bA~! ' ~1(A B) and

rearranging the terms completes the proof of (v).
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4 A generalized Pochhammer symbol 5 Concluding comments

The introduction of the generalized Gamma matrix The material developed in Sections 3 provides several
function I"(A,B) in Section 3 is useful in defining jmnortant properties of the generalized Gamma matrix
generalization of the Pochhammer symia)n, n>1, g nction (GGMF) I (A,B), introduced in (14), under a
(cf., e.g,, 16,17,18]). The introduction of the conceptand certain conditions on the matricésandB. By using the
notion of this symbol is destined to lead to the analytic GGMF, we have defined generalizations of Psi matrix
study of a class of problems in engineering and othernction and Pochhammer symbol. We have investigated

sciences. As a matter of fact, several known properties ot e properties of these generalized functions, most of
the Pochhammer symbol are recovered from those of thghich are analogous with the original matrix functions.

generalized Pochhammer symbol introduced here. Weost of the special matrix functions of mathematical

begin by introdugi_ng the generali;ed _Pochhammerphysics and engineering, such as hypergeometric,
symbol under condition (24) can be written in the form  \ypjttaker and modified Bessel matrix functions can be

(A,B)p =T (A+nl,B) "1(A); u(B)>0. (42)  expressed in terms of generalized Pochhammer symbol.
Which leads us easily to integral representation for theTherefore, the corresponding extensions of several other
generalized Pochhammer symijal B): familiar special matrix functions are expected to be useful

o and need to be investigated.
(AB%:I*%AX/tk“mmem%ﬂL+&’ﬂm; d
0

u(B) >0, pu(A+nl)>o0.
Since the generalized Pochhammer symb&jB), is
related to the modified Bassel function of the third kind
from the relation (15), can be written as follows:

(A;B)n = 2I "L(A) exp(A—;nl

(43)
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