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Abstract: To further improve the performance of wavelet neural nekwilind equalization based on constant modulus algorithm
(CMA) cost function, an instantaneous gradient based dodienbetween modified constant modulus algorithm (MCMA) aexigion
directed (DD) algorithm was proposed. The wavelet neuralork weights change quantity of the adjacent iterativepss is defined
as instantaneous gradient. After the network attains ¢gevee, the weights of wavelet neural network achieve destatergy state
and the instantaneous gradient would be zero. Therefolentide algorithm can be realized by criterion which set adicay to the
instantaneous gradient. Computer simulation results ghaivthe dual mode wavelet neural network blind equaliratityorithm
proposed in this paper improves the convergence rate angeigamce precision effectively, and it has good trackinijtpkfor
underwater acoustic channel.
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1 Introduction without any training sequenced][ As a result, blind

equalization can save the bandwidth and avoid equalizer

unlocking, and even in the non-cooperative
ommunication conditions it can still ensure equalization
ffectivenessy].

In underwater acoustic communication systems, acousti
wave propagates by underwater acoustic channel woul
bear energy attenuation, Doppler frequency shift,
multipath transmission and noise interference, which  Underwater acoustic channel usually has nonlinear
results in inter-symbol interferencéy) at the receiver characteristic, so neural network blind equalization \whic
that seriously affects the quality of communicatid).[ is one of the most representative nonlinear algorithm
Single carrier time domain equalization technique is oneoften be usedd]. Wavelet neural network (WNN) takes

of the key technologies to remove thdé to improve the advantages of neural network and wavelet transform to
quality of underwater acoustic communicatid?.[The  obtain good performance of blind equalizatiof].[
traditional adaptive equalization technique needs sendinHowever, WNN blind equalization uses CMA cost
periodical training sequence that both known for function still has many deficiencies, such as low
transmitter and receiver, which would waste the limited convergence rate, big steady residual error and easy to fall
underwater acoustic channel bandwidsh [furthermore, into the local minimum value. In order to further improve
under the condition of non-cooperative communication inthe performance of WNN blind equalization, some
the military field such as underwater target detection orimproved algorithms were put forward in succession in
information interception, there is no training sequencerecent years, for example, evolutionary algorithm is
can be used which leads traditional adaptive equalizer t¢ombined with the application of it for blind equalization,
failure. Compared with traditional adaptive equalizationincluding genetic algorithm (GA), particle swarm
technology, blind equalization can realize the optimization (PSO) algorithm and differential evolution
communication channel compensation and tracking(DE) algorithm B], and so on. WNN blind equalization
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at cost of huge computational complexity, which results
in practical engineering is difficult to achieve. There are - y(n) %(n)
some other improved WNN blind equalization algorithms @, h(n) - WNN E——
that use gradient optimization algorithm, such as 7]
conjugate gradient algorithm, quasi Newton algorithm
and least squares algorithm, and so on. These kind
algorithms not only increase the computational Adaptive
complexity, but also require very strict constraints, vihic -
leads the algorithm application to become difficult.
Compared with CMA, DD algorithm has faster
convergence rate and better convergence precision, Fig. 1: Block diagram of neural network blind equalization
meanwhile, the cost function of DD algorithm is convex,
which means that DD cost function has only a minimum
point, if the algorithm converges to the extreme point is
equal to the global convergence. So dual mode blind
equalization algorithm combined with CMA and DD y(n) =s(n) +n(n), (2)
algorithm can effectively improve the performance
without computational complexity increasing] [ But if
the eye diagram of the received signal is not opened, D
algorithm often divergence or convergence error,
therefore, the basic idea of dual mode blind equalization
algorithm is that use CMA algorithm to open the eye

diagram of the received signals, and then the algorithm The purpose of blind equalization is to recover the

i\ggf?t"a:nttg '}ge'n?lljerilgr?t”(tjhrgl ;‘T?Oggd;f{re] dtge Zlqu:tl.'gﬁrsending sequencen) without the priori information of
Icl - 10 1MP u ! quatzation, y, sending signak(n) and the communication channel

a reasonable threshold can be set allows the algorithmﬁ(n)' andx(n) can be obtained directly by the observed

timely switching. According to the threshold setting o :
difference, different dual mode blind equalization ?S%lﬁncq(n). After equalizationx(h) can be written as

algorithms can be obtained. Because the CMA is less K(n) = x(n— D) = &}? 4)
sensitive to the phase information, dual mode blind - ’

equalization algorithm would occur error when the whereD is a constant delay ang is a constant phase
algorithm switches to DD algorithm for the phase drift of shift. The sending sequence recovery quality is not
the received signal, to account for this problem, dualaffected byD and the phase shifp can be get rid of by
mode blind equalization with MCMA 10] and DD  decision set. Combining1f and @) and ignoring
algorithm was proposed in this work. We use the convolution noisex(h) can be given as follow

instantaneous gradient change rate to set threshold, and a

new dual mode WNN blind equalization algorithm was %(n) = h(n) xw(n) = x(n), (5)
obtained. at last by using computer simulations under the

condition of underwater acoustic channel proved the It can be seen that the condition of availability dj (
validity of the algorithm compared with decision circle isthat associate impulse response of channel and equalizer
based dual mode algorithrhf] and sign error based dual must satisfy §) [15]

mode algorithm2].

uses evolutionary algorithm to improve the performance n(n) /4

c) | X,

algorithm |

If we take w(n) as the equivalent convolution weight
Dcoefficients of WNN filter, the output signal can be
written as follow

P

(n) = w(n) y(n), ®)

h(n) *w(n) = [0,...,0,e/?,0,...,0], (6)

2 Wavelet neural network blind equalization The realization of WNN blind equalization needs to
establish network learning cost function by using the
The principle of WNN blind equalization can be shown as received signal, and the weight coefficients are updated
Fig.l [13. In Fig.l, x(n) is the input sequence of by special algorithm which can make the cost function
unknown channel andh(n) is the channel impulse achieve minimum, that is, associate impulse response of
response sequence. The Gauss white nofsg adds to equivalent convolution weight and channel satisfi@s (
the output sequence of the channel ane) is obtained. WNN blind equalization takes the cost function of CMA
The output sequence of WNN equalizem)” can be algorithm as the learning cost function to update the
decided by decoded functid®(.) to obtain the recovery parameters of the neural network, while the cost function
sequencex(h). Signal transmits by the channel can be of CMA just make use of signal high-order statistical

written as follows [L4] property indirectly. Blind equalization by wavelet neural
network has slow convergence rate because of adopting
s(n) = x(n) «h(n), (1) error back propagation (BP) algorithm&g], and it is
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easy to fall into locally minimum point due to
non-convexity of the cost function.

WNN blind equalization with three layer is shown in
Fig.2, Set the hidden layer input of WNN ig(n) and the

Fig. 2: Tri-level WNN blind equalization 4 —| 0 ‘
a:

3. | 7 ~a=04
output islj(n), the output layer’s input iz(n) and the [ a=0.8 S !
output isX(n), the WNN’s state equation can be gotten 2n ERY 7 ;/\ | 1
according to network transmission formula that can be =~ _ ‘ f v \L A
given by 2 / I 7

m ! | “ ( A y | “
uj(n) :_Zwij(n)y(n—i), (7) 0t “‘\J ‘( “\/r; \\ J’; \\/“ 1
i= J | [

-1t Lw )/ : J; \\ / LW rJ 4

1j(n) = Wap(uj(n)], (8) L - ! i
. -4 -2 0 2 4
v(n) = _le,- (n)lj(n), (9) *
1=
(n) = f[v(n)], (10) Fig. 4: 1/O property of transfer function

wheref (.) is the transfer function between the input signal

and the output signal of the output layer, apg,(.) is the

wavelet transform that act as the input signal of the hidderis the network output is very sensitive to the nonlinear

layer. The transfer function(.) in this paper is given by ~ characteristics. Therefore, in practical applicatiorts, i
usually selectsr € (0,1).

f(X) = X+ a sin(1nx), (11) Combined with CMA blind equalization we can set the

cost function of blind equalization by WNN as folloiT]

The derivative function of the transfer function is given by

Locim2 2
f'(x) = 1+ amcog mx), (12) Io(n) = S[IXM)|" = Reml”, (13)
The property of the input and the output of the transfer E(IX(n)[4)
function and its derivative function can be shown as¥ig. Rem = (14)

and Fig4. According to the property of input and output E(IX(n)[?)’
of the transfer function and the derivative function can be  The network parameters are usually initialized
seen that the transfer function has a smooth, gradual anghndomly for the gradient descent algorithm to train
monotonic features, which is beneficial to distinguish the\wNN. Compared with traditional feedforward neural
input sequence. The parameter= 0 determines the network, the scale facta; and the shift factob; must be
nonlinear characterize of the output of the network, if taken into account in the WNN. According to the gradient
o = 0, the output of network is linear characteristics, anddescent algorithmi[g]

the nonlinear approximation ability of the network is
stronger asr becomes larger. However, df is too larger,
the algorithm will be unstable for blind equalization, that

dJD(n)
aW(n)’

W(n+1)=W(n)—pu (15)
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wherey is the study step.

dJp(n)
ow(n)

= 2[|X(n)|* ~ RemJX(n)

For the output layer

S = VL)

w;j(n-+1) = w;j(n) + uK(n)lj(n),

K (n) = =2[|%(n)|? — Rem][K()| ' (v(n)),
For the hidden layer

LN V)
gy~ ()
ov(n)

awyin) (M Wap(uj(M)yi(n—1i),
From (0) and Q1) we can get

dI%(n)|
owij(n)

= 1 (v()) @ p(uj (M) w; (N)yi (n— 1),

In this paper we take the Morlet wavelet as the wavelet

mother function for WNN blind equalize2[]

Y(x) = xe 2%,

(16)

(17)

(18)

(19)

(20)

(21)

(22)

(23)

From 23) we can obtain wavelet function as follow

1 X—b 1X—b _(b?
q—’a7b(X):|a|2(’U(T):|a|2 e =2 |

, 11 (b2 11 x—b x-b)2
X)=l|az-e 222 —|a]2—(——
Wap(¥) =lal2 e = —lajz_(—

From (15),(22) and @5 we can obtain the update

method ofwij(n) as follow

wij(n+1) = wij(n) + uKj(n)y(n—i),

Kj(n+1) = @ p(uj(m)wj (n)K(n),

The scale factog; and the shift factob; can also be

(
)Ze_ 2a2 s

(24)

(25)

(26)

(27)

updated according to the gradient descent algorithm

3 Dual mode wavelet neural network blind
equalization

CMA is a special case of Godard algorithm, also it is the
most widely used blind equalization algorithm for simple
computation and stable performance. But CMA blind
equalization convergence rate is slow and has big state
steady error after convergence, and it is less sensitive to
the phase of the input signal, then a mend CMA (MCMA)
was proposed based on CMA. Compared with CMA,
MCMA can effectively correct the phase deflection. The
cost function of MCMA is given by

I = S[%R(M)*—Re*+ S[I% (NP~ R]?,  (31)
where Xgr(n) and X/(n) denote the real part and the
imaginary part ofx(n) respectively, andRg and R, is
defined as follows

_ E(%(n)*)
R B
N (32)
R - E(X I
E(1%(n)]?)’
The cost function of DD algorithm is
oo = S[X(n) — X (39

In this paper, dual mode blind equalization algorithm
is set according to MCMA and DD algorithm. Define the
instantaneous gradient change rate as

[wij(n) —wij(n— 1)

= wsn--wm-2p Y
In (34), ||.|| can be computed as follow
m k
3,3 Xi(m)
1% () = ==, (35)

According to the limit theorem and L'Hospital Rule,
if the algorithm stability convergence, thﬁg lgin) = 1.

The instantaneous gradient change rate reflects the
network steady state, and it can be used as the threshold

dJp(n) for dual mode algorithm switching criterion. Dual mode
a(n+1)=a(n)— OR (28)  plind equalization neural network algorithm implement
can only chang&(n) in the iterative formula. According
dJn(n . . Alk(n to MCMA.
O _ 2iR(m)[2 -~ RewIR() T (29) ] ]
da(n) da(n) K1(n) = — 2{|%(n) — Rr|%r(N) 36)
% oy’ (uj(n +jl%(n) =R % (n)} ' (v(n)),
IO _ ) PO, 0y J1% () = R (W)} (v()
a(n) a(n) And according to DD algorithm
In the similar way we can get the update method of the
shift factorb;. Ka(n) = —2{X(n) —X(n)} f'(v(n)), (37)
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Hidden layer weights of neural network are updated In order to verify the performance of the dual mode
according to the error back propagation algorithm withoutWNN blind equalization (DUAL-IG) proposed in this

modification. Here according to the instantaneouspaper, MCMA, dual mode based decision circle blind
gradient change rate is given the dual mode neurakqualization (DUAL-DC) and dual mode based sign error

network weights updating formula blind equalization (DUAL-SE) is done in the simulation
for comparison. Fich shows the convergence curve of the
wj(n+1) = w;j(n) + pKm(n)l;(n), (38)  four method mentioned above wWiNR = 20.5dB for the

shallow sea channel and Figshows the convergence
curve of the four method mentioned above with
SNR = 23.2dB for the deep sea channel. From Bignd
Fig6 we can see that DUAL-IG has the fastest
convergence rate and the lowds8E in the shallow sea
and the deep sea channel. DUAL-IG algorithm proposed

In the simulations. equivalent probability binary sequenc in this work convergence rate faster about 1000 iterative
» € P y y seq times than DUAL-DC in the shallow sea channel and

is adopted to act as sending signal and QPSK mowlatio'?aster about 200 iterative times than DUAL-DC in the

is_utilized. Adding noise is band-limited gauss white deep sea channel. Figand Fig8 show the bit error rate
noise with zero mean. Typical shallow sea and deep Se?BER) of the four methods in the simulations, which

u'ndervv'ater acoustic channeP(] are usgd N OUF  show that DUAL-IG has the loweSER in the four blind
simulations, the channel models have verified by the Se%qualization algorithms

experiment. For the shallow sea channel model, the
parameters set as follow: carrier frequency ikHg
channel bandwidth is KHz transmit baud rate is
1000symbol /s, wind speed is 2&h, the sender and

In (38), we choosen=1if g(n)—1>dorm=2if g(n)—
1 < & to implement the dual mode switching.

4 Simulations and discussion

10°

receiver locate in underwater 10 meters, and the distance ‘ NbMA
is 5000 meters. For the deep sea channel model, the
parameters set as follow: the depth of sea is 5000 meters; AN — — DUAL-SE
sound source is located in 1000 meters underwater, I — - — DUAL-DC
receiver is located in the 900 meters underwater, the a 10 \N \ ,,,,,,
distance between sound source and receiver is 56 %\1 Y
kilometers, carrier frequency iskHiz, transmit baud rate ‘s
is 100symbol /s, the parameters of eight rays of the R
channel model can be shown as Tab. = e e P I e
10 0 1000 2000 3000 4000 5000
fterative times n
Table 1: The parameters of the channel
Ray | shallow sea channel deep sea channel Fig. 5. MSE in shallow sea channel
No | t/ms A t/ms A
1 0.000 1.0000 0.0000000| 0.4954
2 0.026 -1.0000 | 0.0265385| -0.1464
3 0.026 -0.3286 | 0.0319367| 0.5079
4 | 0.100| 0.3286 | 0.0647739| -0.1555 5 Conclusions
5 0.100 0.3286 0.2056037| 0.8399
6 | 0.240| -0.3286 | 0.2320864| 1.0000 In this study a new dual mode WNN blind equalization
7 10420 -0.1080 | 0.2359591| 0.6914 algorithm based on the instantaneous gradient change rate
8 |0420] 0.1080 | 0.3671784| 0.2187 was proposed, the theory analysis shows that the

instantaneous gradient change rate reflects the stability o

) ) the WNN blind equalizer and the threshold can be set

The structure of WNN blind equalizer set to according to it. Simulation results prove that the proposed
30x 15x 1. The diagonal elements of weights betweenalgorithm has good equalization performance and has
the input and the hidden layer and the center elements Ofood tracking ability for underwater acoustic channel,

weights between the hidden and the output layer argherefore this work has a certain practical value.
initialized to 1, the other weights set to 0. The step size

U = 0.0012. The comparison is in terms of mean square

error MSE) [21] which is defined as follow Acknowledgement
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