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Abstract: In this paper, we propose a new modified recursion scheme for the approximate solution of higher-order, multipoint, nonlinear boundary value problems with higher-order Robin-type boundary conditions by the Adomian decomposition method. Our new approach utilizes all of the boundary conditions to derive an equivalent nonlinear Fredholm-Volterra integral equation before establishing the new modified recursion scheme for the solution. We solve several complex numerical examples obtaining a rapidly convergent sequence of analytic functions as the solution. In all cases investigated, we achieved an approximately exponential rate of convergence, thus confirming that only a few terms of the Adomian decomposition series can provide an accurate engineering model for parametric simulations.
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1 Introduction

Boundary value problems (BVPs) for nonlinear ordinary differential equations are extensively applied in science and engineering. For example, the temperature distribution of convective straight fins with temperature-dependent thermal conductivity is modeled by a second-order nonlinear BVP [1]. The diffusion of oxygen in a spherical cell with Michaelis–Menten kinetics is modeled by a second-order nonlinear BVP [2]. The magneto hydrodynamics Jeffery–Hamel flow problem leads to a third-order nonlinear BVP [3]. The Euler-Bernoulli beam is described by a fourth-order nonlinear BVP, e.g. the beam-type nanoscale electromechanical system actuator [4]. In all of these applications, Robin and Robin-type boundary conditions can often be involved [2,5–9].

The Adomian decomposition method (ADM) is a well-known systematic method for practical solution of linear or nonlinear and deterministic or stochastic operator equations, including ordinary differential equations, partial differential equations, integral equations, integro-differential equations, etc. [10–20]. The ADM is a powerful technique, which provides efficient algorithms for analytic approximate solutions and numeric simulations for real-world applications in the applied sciences and engineering.

In the ADM, the solution \( u(x) \) is represented by the Adomian decomposition series and the nonlinearity \( N u(x) \) is represented by the series of the Adomian polynomials that are tailored to the particular nonlinear function as

\[
u(x) = \sum_{n=0}^{\infty} u_n(x) \quad \text{and} \quad N u(x) = \sum_{n=0}^{\infty} A_n(x), \tag{1}\]

respectively, where the Adomian polynomials are dependent upon the solution components from \( u_0(x) \) through \( u_n(x) \), inclusively, i.e. \( A_n(x) = A_n(u_0(x), \ldots, u_n(x)) \). Adomian and Rach [21] published the definitional formula for the Adomian polynomials in 1983 for the simple nonlinearity \( N u(x) = F(x,u(x)) \) and the differential multivariable nonlinearity
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\( Nu = F(x, u(x), u'(x), u^{(p-1)}(x)) \), or one-variable nonlinearity and differential multivariable nonlinearity, respectively, where \( F \) is assumed to be analytic, as

\[
A_n(x) = \frac{1}{n!} \frac{\partial^n}{\partial x^n} F(x, \sum_{n=0}^{\infty} \lambda^n u_n(x)) \left|_{\lambda=0} \right., \tag{2}
\]

\[
A_n(x) = \frac{1}{n!} \frac{\partial^n}{\partial x^n} F(x, \sum_{n=0}^{\infty} \lambda^n u_n(x)), \sum_{n=0}^{\infty} \lambda^n u_n'(x), \ldots, \sum_{n=0}^{\infty} \lambda^n u_n^{(p-1)}(x)) \left|_{\lambda=0} \right., \tag{3}
\]

where \( \lambda \) is a grouping parameter of convenience, and similarly for more complex nonlinearities. We observe that only the dependent variables, such as the solution \( u(x) \) and its derivatives, are parameterized while the independent variables such as \( x \) are not parameterized.

The Adomian polynomials are in the form

\[
A_0 = F(x, u_0), \quad A_n = \sum_{k=1}^{n} C^n_k F^{(k)}(x, u_0), \quad n \geq 1, \quad (4)
\]

e.g. Several convenient algorithms to readily generate the Adomian polynomials have been developed by Adomian and Rach [21, 22], Rach [23, 24], Wazwaz [16, 25], Abdelwahid [26], and several others [27–30]. Recently, Duan [31–34] has developed several new algorithms and subroutines for fast generation of the one-variable and the multi-variable Adomian polynomials.

For fast computer generation, we especially recommend Duan’s new Corollary 3 algorithm [33] to generate the coefficients \( C^n_k \) and hence the Adomian polynomials quickly and to high orders as

\[
C^1_n = u_0, \quad \text{for } n \geq 1, \quad \text{and} \quad C^n_n = \frac{\lambda}{n} \sum_{j=0}^{n-1} (j+1)u_{j+1}u_{n-1-j} \quad \text{for } 2 \leq k \leq n. \tag{5}
\]

It does not involve the differentiation operator, but only requires the analytic operations of addition and multiplication, which is eminently convenient for symbolic implementation by MATHEMATICA, MAPLE or MATLAB as well as for debugging. Furthermore, it has been timed to be one of the fastest subroutines on record using a commercially available laptop computer [33].

We note that the solution components \( u_n(x) \) may be determined by one of several advantageous recursion schemes, which differ from one another by the choice of the initial solution component \( u_0(x) \), beginning with the classic Adomian recursion scheme [35–38].

In next section, we first consider the second-order and third-order BVPs with Robin and Robin-type boundary conditions, respectively, as

\[
u^{(2)}(x) + f(x, u^{(0)}(x), u^{(1)}(x)) = 0,
\]

\[
\alpha_{1,1} u^{(1)}(\xi_1) + \alpha_{1,2} u^{(0)}(\xi_1) = \beta_1,
\]

\[
\alpha_{2,1} u^{(1)}(\xi_2) + \alpha_{2,2} u^{(0)}(\xi_2) = \beta_2,
\]

where \( \xi_1 < \xi_2 \), and

\[
u^{(3)}(x) + f(x, u^{(0)}(x), u^{(1)}(x), u^{(2)}(x)) = 0,
\]

\[
\alpha_{1,1} u^{(2)}(\xi_1) + \alpha_{1,2} u^{(1)}(\xi_1) + \alpha_{1,3} u^{(0)}(\xi_1) = \beta_1,
\]

\[
\alpha_{2,1} u^{(2)}(\xi_2) + \alpha_{2,2} u^{(1)}(\xi_2) + \alpha_{2,3} u^{(0)}(\xi_2) = \beta_2,
\]

\[
\alpha_{3,1} u^{(2)}(\xi_3) + \alpha_{3,2} u^{(1)}(\xi_3) + \alpha_{3,3} u^{(0)}(\xi_3) = \beta_3,
\]

where \( \xi_1 \leq \xi_2 \leq \xi_3 \) and \( \xi_1 < \xi_3 \). We emphasize that our formulation permits the number of distinct boundary points to be less than or equal to the order of the differential equation.

Then we consider the general case:

\[
u^{(p)}(x) + f(x, u^{(0)}(x), \ldots, u^{(p-1)}(x)) = 0,
\]

\[
\sum_{i=1}^{p} \alpha_{j,i} u^{(p-i)}(\xi_j) = \beta_j, \quad j = 1, 2, \ldots, p, \quad p \geq 2,
\]

where \( \xi_1 \leq \cdots \leq \xi_j \leq \cdots \leq \xi_p \) and \( \xi_1 < \xi_p \).

2 Derivation of the equivalent integral equations and decomposition of the solutions

Case 1: the second-order differential equation

We begin by considering the second-order nonlinear differential equation

\[
u^{(2)}(x) + f(x, u^{(0)}(x), u^{(1)}(x)) = 0, \tag{6}
\]

subject to the classic Robin boundary conditions

\[
\alpha_{1,1} u^{(1)}(\xi_1) + \alpha_{1,2} u^{(0)}(\xi_1) = \beta_1, \tag{7}
\]

\[
\alpha_{2,1} u^{(1)}(\xi_2) + \alpha_{2,2} u^{(0)}(\xi_2) = \beta_2, \tag{8}
\]

where we have assumed that \( \xi_1 < \xi_2 \), i.e. there are two distinct boundary points. We assume that Eqs. (7) and (8) are two linearly independent equations in four unknowns. Also the nonlinear function \( f \) is assumed to be analytic in all of its arguments.

We rewrite Eq. (6) in Adomian’s operator-theoretic form as

\[
L^2 u(x) + Nu(x) = 0, \tag{9}
\]

where

\[
L^2 = \frac{d^2}{dx^2}, \quad Nu(x) = f(x, u^{(0)}(x), u^{(1)}(x)).
\]

Applying the inverse operator

\[
L_1^{-1} L_1^{-2} v(x) = \int_{\xi_1}^{x} \int_{\xi_1}^{x} v(x) dx dx
\]

to both sides of Eq. (9) yields

\[
L_1^{-1} L_1^{-2} u(x) = -L_1^{-2} N(x),
\]
where
\[ L_1^{-2} L_2 u(x) = u(x) - \Phi(x), \]
\[ \Phi(x) = u^{(0)}(\xi_1) + u^{(1)}(\xi_1) \Delta_1, \quad \Delta_1 = x - \xi_1. \]
Thus
\[ u(x) = \Phi(x) - L_1^{-2} N u(x), \quad (10) \]
or, upon substitution, we obtain
\[ u(x) = u^{(0)}(\xi_1) + u^{(1)}(\xi_1) \Delta_1 - L_1^{-2} N u(x), \quad (11) \]
which is the equivalent nonlinear Volterra integral equation for the solution \( u(x) \) with two undetermined constants of integration, \( u^{(0)}(\xi_1) \) and \( u^{(1)}(\xi_1) \).
Calculating the first-order derivative yields
\[ u^{(1)}(x) = u^{(1)}(\xi_1) - L_1^{-1} N u(x), \quad \text{where} \quad L_1^{-1} (\cdot) = \int_{\xi_1}^{x} (-\cdot) \, dx. \]

Next, we evaluate the formulas for the solution and its first-order derivative at \( x = \xi_2 \) as
\[ u(\xi_2) = u^{(0)}(\xi_1) + u^{(1)}(\xi_1) \Delta_{2,1} - L_{1,2}^{-2} N u(x), \quad (12) \]
\[ u^{(1)}(\xi_2) = u^{(1)}(\xi_1) - L_{1,2}^{-1} N u(x), \quad (13) \]
where
\[ \Delta_{2,1} = \xi_2 - \xi_1, L_{1,2}^{-1} (\cdot) = \int_{\xi_1}^{\xi_2} (\cdot) \, dx, \]
\[ L_{1,2}^{-1} (\cdot) = \int_{\xi_1}^{\xi_2} (\cdot) \, dx. \]

Substituting Eqs. (12) and (13) into the remaining boundary condition (8) yields
\[ (\alpha_{2,1} + \alpha_{2,2} \Delta_{2,1}) u^{(1)}(\xi_1) + \alpha_{2,2} u^{(0)}(\xi_1) = \beta_2 + \alpha_{2,1} L_{1,2}^{-1} N u(x) + \alpha_{2,2} L_{1,2}^{-2} N u(x). \]

By denoting
\[ \bar{\alpha}_{2,1} = \alpha_{2,1} + \alpha_{2,2} \Delta_{2,1}, \]
\[ \bar{\beta}_2 = \beta_2 + \alpha_{2,1} L_{1,2}^{-1} N u(x) + \alpha_{2,2} L_{1,2}^{-2} N u(x), \quad (14) \]
we obtain two linearly independent equations solely in terms of the two unknowns \( u^{(0)}(\xi_1) \) and \( u^{(1)}(\xi_1) \) in a similar pattern as the boundary conditions (7) and (8) as
\[ \alpha_{1,1} u^{(1)}(\xi_1) + \alpha_{1,2} u^{(0)}(\xi_1) = \beta_1, \quad (15) \]
\[ \bar{\alpha}_{2,1} u^{(1)}(\xi_1) + \bar{\alpha}_{2,2} u^{(0)}(\xi_1) = \bar{\beta}_2. \quad (16) \]

Or equivalently
\[ \left( \begin{array}{c} \alpha_{1,1} \bar{\alpha}_{2,1} \\ \bar{\alpha}_{2,1} \bar{\alpha}_{2,2} \end{array} \right) \left( \begin{array}{c} u^{(1)}(\xi_1) \\ u^{(0)}(\xi_1) \end{array} \right) = \left( \begin{array}{c} \beta_1 \\ \bar{\beta}_2 \end{array} \right). \]

Introducing the partitioned matrix system coefficient \( \alpha \) and the partitioned vector input \( \bar{\beta} \), we have
\[ \alpha u = \bar{\beta}, \]
where
\[ \alpha = \left( \begin{array}{cc} \alpha_{1,1} & \alpha_{1,2} \\ \bar{\alpha}_{2,1} & \bar{\alpha}_{2,2} \end{array} \right), \quad u = \left( \begin{array}{c} u^{(1)}(\xi_1) \\ u^{(0)}(\xi_1) \end{array} \right), \quad \bar{\beta} = \left( \begin{array}{c} \beta_1 \\ \bar{\beta}_2 \end{array} \right). \]

From our assumption that the boundary conditions (7) and (8) are linearly independent, it follows that \( \text{det}(\alpha) \neq 0 \), thus \( u = \alpha^{-1} \bar{\beta} \), where
\[ \alpha^{-1} = \frac{\text{adj}(\alpha)}{\text{det}(\alpha)} = \frac{1}{\alpha_{1,1} \bar{\alpha}_{2,2} - \alpha_{1,2} \bar{\alpha}_{2,1}} \left( \begin{array}{cc} \bar{\alpha}_{2,2} & -\alpha_{1,2} \\ -\bar{\alpha}_{2,1} & \alpha_{1,1} \end{array} \right) \]
\[ = \left( \begin{array}{cc} \bar{\alpha}_{1,1} & \bar{\alpha}_{1,2} \\ \bar{\alpha}_{2,1} & \bar{\alpha}_{2,2} \end{array} \right), \]
and where the inverse matrix elements \( \bar{\alpha}_{i,j} \) are computed by an appropriate algorithm, such as by the Laplace expansion, Gauss-Jordan elimination, Gauss-Seidel iteration, and LU or Cholesky decomposition where applicable, or by a native routine implemented within any available computer algebra system such as MATHEMATICA, MAPLE or MATLAB.

For our \( 2 \times 2 \) matrix, we readily obtain
\[ \left( \begin{array}{c} u^{(1)}(\xi_1) \\ u^{(0)}(\xi_1) \end{array} \right) = \left( \begin{array}{cc} \bar{\alpha}_{1,1} & \bar{\alpha}_{1,2} \\ \bar{\alpha}_{2,1} & \bar{\alpha}_{2,2} \end{array} \right) \left( \begin{array}{c} \beta_1 \\ \beta_2 \end{array} \right), \]
i.e.
\[ u^{(1)}(\xi_1) = \bar{\alpha}_{1,1} \beta_1 + \bar{\alpha}_{1,2} \beta_2, \]
\[ u^{(0)}(\xi_1) = \bar{\alpha}_{2,1} \beta_1 + \bar{\alpha}_{2,2} \beta_2, \quad (17) \]
which therefore determines the values of the constants of integration \( u^{(1)}(\xi_1) \) and \( u^{(0)}(\xi_1) \) by formula.

Substituting Eq. (17) into Eq. (11), we have
\[ u(x) = \left\{ \bar{\alpha}_{2,1} \beta_1 + \bar{\alpha}_{2,2} \beta_2 \right\} + \left\{ \bar{\alpha}_{1,1} \beta_1 + \bar{\alpha}_{1,2} \beta_2 \right\} \Delta_1 - L_1^{-2} N u(x). \]

Inserting \( \bar{\beta}_2 \) in Eq. (14) leads to
\[ u(x) = \bar{\alpha}_{2,1} \beta_1 + \bar{\alpha}_{2,2} \beta_2 + (\bar{\alpha}_{1,1} \beta_1 + \bar{\alpha}_{1,2} \beta_2) \Delta_1 + \bar{\alpha}_{2,2} \alpha_{2,1} L_{1,2}^{-1} N u(x) + \bar{\alpha}_{2,2} \alpha_{2,1} L_{1,2}^{-2} N u(x) - L_1^{-2} N u(x) \]
\[ + \left( \bar{\alpha}_{1,2} \alpha_{2,1} L_{1,2}^{-1} N u(x) + \bar{\alpha}_{1,2} \alpha_{2,1} L_{1,2}^{-2} N u(x) \right) \Delta_1. \]

Upon appropriate algebraic manipulations, we deduce that
\[ u(x) = \left( \bar{\alpha}_{2,1} \beta_1 + \bar{\alpha}_{2,2} \beta_2 \right) + (\bar{\alpha}_{1,1} \beta_1 + \bar{\alpha}_{1,2} \beta_2) \Delta_1 + (\bar{\alpha}_{2,2} + \bar{\alpha}_{1,2} \Delta_1) \left( \bar{\alpha}_{2,1} L_{1,2}^{-1} N u(x) + \bar{\alpha}_{2,2} L_{1,2}^{-2} N u(x) \right) \]
\[ - L_1^{-2} N u(x), \quad (18) \]
which is the equivalent nonlinear Fredholm-Volterra integral equation for the solution without any undetermined constants of integration.

Decomposing the solution and nonlinearity as
\[ u(x) = \sum_{n=0}^{\infty} u_n(x), \quad N u(x) = \sum_{n=0}^{\infty} A_n(x), \quad (19) \]
where \( A_n(x) = A_n(u_0(x), \ldots, u_n(x)) \) are the Adomian polynomials, and substituting the decomposition series (19) into Eq. (18) yields

\[
\sum_{n=0}^{\infty} u_n(x) = (\bar{\alpha}_2,1 \beta_1 + \bar{\alpha}_2,2 \beta_2) + (\alpha_1,1 \beta_1 + \alpha_1,2 \beta_2) \Delta_1 \\
- L_1^{2} \sum_{n=0}^{\infty} A_n(x) + (\bar{\alpha}_2,2 + \alpha_1,2 \Delta_1) \left( \alpha_2,1 L_1^{-1,2} \sum_{n=0}^{\infty} A_n(x) \\
+ \alpha_2,2 L_1^{-2,2} \sum_{n=0}^{\infty} A_n(x) \right).
\]

For simple nonlinearities such as \( Nu = u^2, u^3, uu' \), e.g., positive integer powers, polynomials and product nonlinearities, etc., we can use the classic Adomian recursion scheme as

\[
u_0(x) = (\bar{\alpha}_2,1 \beta_1 + \bar{\alpha}_2,2 \beta_2) + (\alpha_1,1 \beta_1 + \alpha_1,2 \beta_2) \Delta_1, \\
u_{n+1}(x) = -L_1^{-2} A_n + (\bar{\alpha}_2,2 + \alpha_1,2 \Delta_1) \left( \alpha_2,1 L_1^{-1,2} A_n + \alpha_2,2 L_1^{-2,2} A_n \right), \tag{20}
\]

\( n \geq 0 \), to calculate the solution components. We note that each such approximate solution

\[
\phi_n(x) = \sum_{m=0}^{n-1} u_m(x) \tag{21}
\]

satisfies all of the boundary conditions, i.e. when using Adomian’s choice for the initial solution component \( u_0(x) \).

For more complicated nonlinearities such as \( Nu = e^u, \sin(u), \sqrt{1 + u^2} \), e.g., exponential, sinusoidal, radical, negative-power, and even decimal-power nonlinearities, etc., we instead use one of the parameterized recursion schemes, e.g.,

\[
u_0(x) = c, \\
u_1(x) = -c(1 - q) + (\bar{\alpha}_2,1 \beta_1 + \bar{\alpha}_2,2 \beta_2) \\
+ (\bar{\alpha}_2,2 + \alpha_1,2 \Delta_1) \left( \alpha_2,1 L_1^{-1,2} A_0(x) + \alpha_2,2 L_1^{-2,2} A_0(x) \right), \\
u_{n+1}(x) = -c(1 - q)^n - L_1^{-2} A_n + (\bar{\alpha}_2,2 + \alpha_1,2 \Delta_1) \left( \alpha_2,1 L_1^{-1,2} A_n(x) + \alpha_2,2 L_1^{-2,2} A_n(x) \right), \tag{22}
\]

where \( n \geq 1 \), \( c \) and \( q \) are two predetermined constants and \( 0 \leq q < 1 \). For example, by the mean value theorem of integral calculus we can take \( c \) as the average value of the original solution component \( u_0 \) in the classic Adomian recursion scheme over the domain, i.e.

\[
c = \frac{1}{\xi_2 - \xi_1} \int_{\xi_1}^{\xi_2} (\bar{\alpha}_2,1 \beta_1 + \bar{\alpha}_2,2 \beta_2 + (\bar{\alpha}_1,1 \beta_1 + \bar{\alpha}_1,2 \beta_2) \Delta_1) dx \\
= \bar{\alpha}_2,1 \beta_1 + \bar{\alpha}_2,2 \beta_2 + (\bar{\alpha}_1,1 \beta_1 + \bar{\alpha}_1,2 \beta_2) \frac{\xi_2 - \xi_1}{2}. \tag{23}
\]

For a problem without an a priori exact closed-form analytic solution, the error analysis can be considered by calculating the sequence of error remainder functions

\[
ER_n(x) = \phi_n^{(2)}(x) + f \left( x, \phi_n^{(0)}(x), \phi_n^{(1)}(x) \right),
\]

and the maximal error remainder parameters

\[
MER_n = \max_{\xi_1 \leq x \leq \xi_2} |ER_n(x)|, 
\]

for \( n \geq 0 \). We remark that the logarithmic plot of the \( MER_n \) versus the index \( n \) provides a reliable measure of the rate of convergence, e.g., a nearly linear relation with a negative slope demonstrates an approximate exponential rate of convergence.

**Case 2: the third-order differential equation**

Consider the third-order nonlinear differential equation

\[
u^{(3)}(x) + f \left( x, \nu^{(0)}(x), \nu^{(1)}(x), \nu^{(2)}(x) \right) = 0, \tag{24}
\]

subject to the set of three Robin-type boundary conditions

\[
a_1,1 \nu^{(2)}(\xi_1) + a_1,2 \nu^{(1)}(\xi_1) + a_1,3 \nu^{(0)}(\xi_1) = \beta_1, \tag{25}
a_2,1 \nu^{(2)}(\xi_2) + a_2,2 \nu^{(1)}(\xi_2) + a_2,3 \nu^{(0)}(\xi_2) = \beta_2, \tag{26}
a_3,1 \nu^{(2)}(\xi_3) + a_3,2 \nu^{(1)}(\xi_3) + a_3,3 \nu^{(0)}(\xi_3) = \beta_3, \tag{27}
\]

where \( \xi_1 \leq \xi_2 \leq \xi_3 \) and \( \xi_1 < \xi_3 \). We assume that Eqs. (25)–(27) are three linearly independent equations in nine unknowns.

Using Adomian’s operator-theoretic form, we have

\[
L^3 \nu(x) = -Nu(x), \tag{28}
\]

where

\[
L^3 = \frac{d^3}{dx^3}, \quad Nu(x) = f \left( x, \nu^{(0)}(x), \nu^{(1)}(x), \nu^{(2)}(x) \right).
\]

Applying the inverse operator

\[
L_1^{-3} v(x) = \int_{\xi_1}^{x} \int_{\xi_1}^{x} \int_{\xi_1}^{x} v(x) dx dx dx
\]

to both sides of Eq. (28) yields

\[
L_1^{-3} L^3 \nu(x) = -L_1^{-3} Nu(x),
\]

where

\[
L_1^{-3} L^3 \nu(x) = \nu(x) - \Phi(x),
\]

and

\[
\Phi(x) = \nu^{(0)}(\xi_1) + \nu^{(1)}(\xi_1) \Delta_1 + \nu^{(2)}(\xi_1) \frac{\Delta_1^2}{2!}.
\]

Thus we have

\[
\nu(x) = \Phi(x) - L_1^{-3} Nu(x), \tag{29}
\]

or, upon substitution, we obtain

\[
\nu(x) = \nu^{(0)}(\xi_1) + \nu^{(1)}(\xi_1) \Delta_1 + \nu^{(2)}(\xi_1) \frac{\Delta_1^2}{2!} - L_1^{-3} Nu(x), \tag{30}
\]
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which is the equivalent nonlinear Volterra integral equation for the solution $u(x)$ with three undetermined constants of integration, $u^{(0)}(\xi_1)$, $u^{(1)}(\xi_1)$ and $u^{(2)}(\xi_1)$.

From Eq. (30), we calculate the first- and second-order derivatives as

$$u^{(1)}(x) = u^{(1)}(\xi_1) + u^{(2)}(\xi_1)\Delta_1 - L^{-1}_1Nu(x),$$  

$$u^{(2)}(x) = u^{(2)}(\xi_1) - L^{-1}_1Nu(x),$$

where

$$L^{-2}_1v(x) = \int_{\xi_1}^{x} \int_{\xi_1}^{x} v(x) dx dx, \quad L^{-1}_1v(x) = \int_{\xi_1}^{x} v(x) dx.$$

Next, we evaluate the formulas for the solution and its first- and second-order derivatives at $x = \xi_j$, for $j = 2, 3$, as

$$u(\xi_j) = u^{(0)}(\xi_1) + u^{(1)}(\xi_1)\Delta_{j,1} + u^{(2)}(\xi_1)\frac{\Delta_{j,1}^2}{2},$$

$$u^{(1)}(\xi_j) = u^{(1)}(\xi_1) + u^{(2)}(\xi_1)\Delta_{j,1} - L^{-1}_1jNu(x),$$

$$u^{(2)}(\xi_j) = u^{(2)}(\xi_1) - L^{-1}_1jNu(x),$$

where $\Delta_{j,1} = \xi_j - \xi_1$ and

$$L^{-1}_{1,j}(\cdot) = \int_{\xi_1}^{\xi_j} \int_{\xi_1}^{\xi_j} (\cdot) dx dx,$$

$$L^{-2}_{1,j}(\cdot) = \int_{\xi_1}^{\xi_j} (\cdot) dx,$$

$$L^{-1}_{1,\cdot}(\cdot) = \int_{\xi_1}^{\xi_j} (\cdot) dx.$$

Substituting Eqs. (33)–(35) into the boundary conditions (26) and (27), for $j = 2, 3$, yields

$$u^{(2)}(\xi_1) = \begin{pmatrix} \alpha_{1,1} + \alpha_{1,2}\Delta_{1,1} + \alpha_{1,3}\Delta_{1,1}^2 \\ \alpha_{2,1} + \alpha_{2,3}\Delta_{1,1} + \alpha_{2,3}\Delta_{1,1}^2 \\ \alpha_{3,1} + \alpha_{3,2}\Delta_{1,1} + \alpha_{3,3}\Delta_{1,1}^2 \end{pmatrix},$$

$$u^{(1)}(\xi_1) = \begin{pmatrix} \alpha_{1,1} + \alpha_{1,2}\Delta_{1,1} + \alpha_{1,3}\Delta_{1,1} \\ \alpha_{2,1} + \alpha_{2,3}\Delta_{1,1} + \alpha_{2,3}\Delta_{1,1}^2 \\ \alpha_{3,1} + \alpha_{3,2}\Delta_{1,1} + \alpha_{3,3}\Delta_{1,1}^2 \end{pmatrix} = \begin{pmatrix} \beta_1 \\ \beta_2 \\ \beta_3 \end{pmatrix}.$$

By denoting

$$\bar{\alpha}_{1,1} = \alpha_{1,1} + \alpha_{1,2}\Delta_{1,1} + \alpha_{1,3}\Delta_{1,1}^2, \quad \bar{\alpha}_{1,2} = \alpha_{1,2} + \alpha_{1,3}\Delta_{1,1}, \quad \bar{\beta}_j = \beta_j + \alpha_{j,1}L^{-1}_{1,j}Nu(x) + \alpha_{j,2}L^{-2}_{1,j}Nu(x) + \alpha_{j,3}L^{-3}_{1,j}Nu(x),$$

we obtain three linearly independent equations solely in terms of the three unknowns $u^{(0)}(\xi_1)$, $u^{(1)}(\xi_1)$ and $u^{(2)}(\xi_1)$ in a similar pattern as the boundary conditions (25), (26) and (27) as

$$\alpha_{1,1}u^{(2)}(\xi_1) + \alpha_{1,2}u^{(1)}(\xi_1) + \alpha_{1,3}u^{(0)}(\xi_1) = \beta_1,$$

$$\bar{\alpha}_{2,1}u^{(2)}(\xi_1) + \bar{\alpha}_{2,2}u^{(1)}(\xi_1) + \bar{\alpha}_{2,3}u^{(0)}(\xi_1) = \bar{\beta}_2,$$

$$\bar{\alpha}_{3,1}u^{(2)}(\xi_1) + \bar{\alpha}_{3,2}u^{(1)}(\xi_1) + \bar{\alpha}_{3,3}u^{(0)}(\xi_1) = \bar{\beta}_3.$$
which is the equivalent nonlinear Fredholm-Volterra integral equation for the solution $u(x)$ without any undetermined constants of integration.

Next the decomposition series of the solution and the nonlinearity and the recursion scheme are similarly obtained as in the last case. Here we omit the details to avoid self-evident repetitions.

**Case 3: the general $p$th-order differential equation for $p \geq 2$**

Consider the $p$th-order nonlinear differential equation

$$
\frac{d^p}{dx^p}u(x) + f(x, u(x), \ldots, u^{(p-1)}(x)) = 0,
$$

subject to the set of $p$ Robin-type boundary conditions

$$
\sum_{i=1}^{p} \alpha_{i,j} \, u^{(p-i)}(\xi_j) = \beta_j, \quad j = 1, 2, \ldots, p,
$$

where $\xi_1 \leq \cdots \leq \xi_j \leq \cdots \leq \xi_p$ and $\xi_1 < \xi_p$. Eq. (49) denotes $p$ linearly independent equations in $p^2$ unknowns.

Using Adomian’s operator-theoretic notation, we write Eq. (48) as

$$
L^p u(x) = -Nu(x),
$$

where $L^p = \frac{d^p}{dx^p}$, $Nu(x) = f(x, u(x), \ldots, u^{(p-1)}(x))$.

Applying the $p$-fold integral operator

$$
L_1^p v(x) = \int_{\xi_1}^{x} \cdots \int_{\xi_1}^{x} v(x) \, dx \cdots dx
$$

to both sides of Eq. (50), we have

$$
L_1^p L^p u(x) = -L_1^p Nu(x),
$$

where

$$
L_1^p L^p u(x) = u(x) - \Phi(x),
$$

$$
\Phi(x) = \sum_{v=0}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_v^p}{v!}.
$$

So we obtain

$$
u(x) = \sum_{v=0}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_v^p}{v!} - L_1^p Nu(x),
$$

which is the equivalent nonlinear Volterra integral equation for the solution $u(x)$ with $p$ undetermined constants of integration, $u^{(0)}(\xi_1), \ldots, u^{(p-1)}(\xi_1)$.

Calculating the $k$th-order derivatives of $u(x)$, for $0 \leq k \leq p-1$, yields

$$
u^{(k)}(x) = \frac{d^k}{dx^k} \sum_{v=0}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_v^p}{v!} - \frac{d^k}{dx^k} L_1^p Nu(x)
$$

$$
= \sum_{v=k}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_v^p - \Delta_{v-k}^p}{(v-k)!} - L_1^p Nu(x),
$$

where

$$
L_1^{-(p-k)} v(x) = \int_{\xi_1}^{x} \cdots \int_{\xi_1}^{x} v(x) \, dx \cdots dx.
$$

Next we calculate the derivatives $u^{(k)}(\xi_j)$, for $k = 0, 1, \ldots, p-1$ and $j = 2, 3, \ldots, p$, as

$$
u^{(k)}(\xi_j) = \sum_{v=k}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_{v-k}^p}{(v-k)!} - L_1^{-(p-k)} Nu(x),
$$

where the operator $L_1^{-(p-k)}$ is defined as

$$
L_1^{-(p-k)} v(x) = \int_{\xi_1}^{x} \cdots \int_{\xi_1}^{x} v(x) \, dx \cdots dx.
$$

For the substitution $k := (p-i)$, then we have $v - k := v + i - p$ and $p - k := i$, and

$$
u^{(p-i)}(\xi_j) = \sum_{v=p-i}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_{v+i-p}^p}{(v+i-p)!} - L_1^{-i} Nu(x),
$$

$$
= 1, 2, \ldots, p.
$$

Substituting the last equation into the boundary conditions (49) at $\xi_j$, for $j = 2, \ldots, p$, we have

$$
\sum_{i=1}^{p} \alpha_{i,j} \left( \sum_{v=p-i}^{p-1} u^{(v)}(\xi_1) \frac{\Delta_{v+i-p}^p}{(v+i-p)!} - L_1^{-i} Nu(x) \right) = \beta_j,
$$

$$
= 1, 2, \ldots, p.
$$

Using the following summation formula

$$
\sum_{i=1}^{p} \sum_{v=p-i}^{p-1} C_{i,v} = \sum_{i=1}^{p} C_{i,p-i} = \sum_{i=1}^{p} C_{i,p-1}
$$

$$
= C_{p,0} + \sum_{i=1}^{p} \sum_{v=i}^{p-i} C_{v,p-i} = C_{p,0} + \sum_{i=1}^{p} \sum_{v=i}^{p} C_{v,p-i},
$$

we obtain $p$ linearly independent equations solely in terms of the $p$ unknowns $u^{(0)}(\xi_1), u^{(1)}(\xi_1), \ldots, u^{(p-1)}(\xi_1)$ as

$$
= 1, \ldots, p
$$

for $j = 1, 2, \ldots, p$

$$
\sum_{i=1}^{p} \alpha_{i,j} u^{(p-i)}(\xi_1) = \beta_j,
$$

$$
\sum_{i=1}^{p} \alpha_{i,j} u^{(p-i)}(\xi_1) = \beta_j,
$$

where

$$
\beta_j = \beta_j + \sum_{i=1}^{p} \alpha_{j,i} L_1^{-(p-i)} Nu(x),
$$

$$
\beta_j = \sum_{i=1}^{p} \alpha_{j,i} \frac{\Delta_{v-i}^p}{(v-i)!}.
$$

Or equivalently, we have the matrix form

$$
\alpha u = \beta,
$$

(60)
where

\[
\alpha = \begin{pmatrix}
\alpha_{1,1} & \alpha_{1,2} & \cdots & \alpha_{1,p-1} & \alpha_{1,p} \\
\alpha_{2,1} & \alpha_{2,2} & \cdots & \alpha_{2,p-1} & \alpha_{2,p} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha_{p,1} & \alpha_{p,2} & \cdots & \alpha_{p,p-1} & \alpha_{p,p} \\
\end{pmatrix}
\]

\[
u = \begin{pmatrix}
u^{(p-1)}(\xi_1) \\
u^{(p-2)}(\xi_1) \\
u^{(p-3)}(\xi_1) \\
u^{(0)}(\xi_1) \end{pmatrix}, \quad \beta = \begin{pmatrix} \beta_1 \\
\beta_2 \\
\beta_3 \\
\beta_p \end{pmatrix}.
\]

If \( \det(\alpha) \neq 0 \), then \( u = \alpha^{-1}\beta \), where the inverse matrix \( \alpha^{-1} = (\bar{\alpha}_{ij}) \) is computed by an appropriate algorithm or native routine implemented within an available computer algebra system such as MATHEMATICA, MAPLE or MATLAB.

We calculate for \( \nu = 0, 1, \ldots, p - 1 \),

\[
u^{(\nu)}(\xi_1) = \bar{\alpha}_{p-v,1}\beta_1 + \sum_{j=2}^{p} \bar{\alpha}_{p-v,j}\beta_j, \quad (61)
\]

which therefore determines the values of the constants of integration \( u^{(p-1)}(\xi_1) \), \( u^{(p-2)}(\xi_1) \), \ldots, \( u^{(0)}(\xi_1) \) by formula. Substituting these values into Eq. (53), we have

\[
u(x) = \sum_{v=0}^{p-1} \left\{ \bar{\alpha}_{p-v,1}\beta_1 + \sum_{j=2}^{p} \bar{\alpha}_{p-v,j}\beta_j \right\} \frac{\nu^v}{v!} - L_1^{-p}\nu u(x),
\]

Inserting the \( \hat{\beta}_j \), for \( j = 2, \ldots, p \), from Eq. (59) into the last previous equation leads to

\[
u(x) = \sum_{v=0}^{p-1} \left\{ \bar{\alpha}_{p-v,1}\beta_1 + \sum_{j=2}^{p} \bar{\alpha}_{p-v,j}\beta_j \right\} \frac{x^v}{v!} - L_1^{-p}\nu u(x).
\]

Upon appropriate algebraic manipulations, we deduce that

\[
u(x) = \sum_{v=0}^{p-1} \left\{ \beta_1 \sum_{j=2}^{p} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} - L_1^{-p}\nu u(x)
\]

\[
+ \sum_{j=2}^{p} \left\{ \frac{1}{\nu} \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} \left( \sum_{k=1}^{p} \alpha_{jk} L_1^{-k}\nu u(x) \right),
\]

which is the equivalent nonlinear Fredholm-Volterra integral equation for the solution without any undetermined constants of integration.

Next we decompose the solution and the nonlinearity as

\[
u(x) = \sum_{n=0}^{\infty} u_n(x), \quad \nu u(x) = \sum_{n=0}^{\infty} A_n(x),
\]

where

\[
u_n(x) = A_n(u_0(x), \ldots, u_n(x)),
\]

and substitute them into Eq. (62) to obtain

\[
\sum_{n=0}^{\infty} u_n(x) = \sum_{j=1}^{p} \left\{ \beta_j \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} - L_1^{-p}\sum_{n=0}^{\infty} A_n(x)
\]

\[
+ \sum_{j=2}^{p} \left\{ \frac{1}{\nu} \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} \left( \sum_{k=1}^{p} \alpha_{jk} L_1^{-k}\sum_{n=0}^{\infty} A_n(x) \right).
\]

For simple nonlinearities such as the quadratic nonlinearity, product nonlinearity, etc., we can use the classic Adomian recursion scheme as

\[
u_0(x) = \sum_{j=1}^{p} \left\{ \beta_j \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\},
\]

\[
u_{n+1}(x) = \sum_{j=2}^{p} \left\{ \frac{1}{\nu} \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} \left( \sum_{k=1}^{p} \alpha_{jk} L_1^{-k}\nu_{n+1}(x) \right)
\]

\[
- L_1^{-p}\nu_{n+1}(x), \quad n \geq 0,
\]

(64)

to calculate the solution components. We note that each approximate solution

\[
u_h(x) = \sum_{n=0}^{\infty} u_m(x), \quad n = 1, 2, \ldots,
\]

(65)

satisfies all of the boundary conditions.

For complicated nonlinearities such as \( Nu = e^x, \sin(u), v 1+nu \), etc., we instead use one of the parameterized recursion schemes, e.g.,

\[
u_0(x) = c,
\]

\[
u_1(x) = -c(1-q) + \sum_{j=1}^{p} \left\{ \beta_j \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} - L_1^{-p}\nu A_0(x)
\]

\[
+ \sum_{j=2}^{p} \left\{ \frac{1}{\nu} \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} \left( \sum_{k=1}^{p} \alpha_{jk} L_1^{-k}\nu A_0(x) \right),
\]

\[
u_{n+2}(x) = -c(1-q)q^{n+1} - L_1^{-p}\nu_{n+1}(x)
\]

\[
+ \sum_{j=2}^{p} \left\{ \frac{1}{\nu} \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} \left( \sum_{k=1}^{p} \alpha_{jk} L_1^{-k}\nu_{n+1}(x) \right), \quad n \geq 0,
\]

(66)

where \( c \) and \( q \) are two predetermined constants and \( 0 \leq q < 1 \). For example, we take \( c \) as the average value of the initial solution component \( u_0 \) in the classic Adomian recursion scheme over the domain, i.e.

\[
c = \frac{1}{\xi_p - \xi_i} \int_{\xi_i}^{\xi_p} \sum_{j=1}^{p} \left\{ \beta_j \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \frac{\Delta^v_j}{v!} \right\} dx
\]

\[
= \sum_{j=1}^{p} \left\{ \beta_j \sum_{v=0}^{p-1} \bar{\alpha}_{p-v,j} \left( \frac{\xi_p - \xi_i}{v+1} \right)^v \right\},
\]

(67)

For the error analysis for a problem without an a priori exact closed-form analytic solution, we can consider the sequence of error remainder functions

\[
ER_n(x) = \phi_n^{(p)}(x) + f(x, \phi_n^{(0)}(x), \ldots, \phi_n^{(p-1)}(x)), \quad (68)
\]

and the sequence of maximal error remainder parameters

\[
MER_n = \max_{\xi_i \leq \xi \leq \xi_p} \left| ER_n(x) \right|, \quad (69)
\]
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3 Numeric examples

Example 1. Consider the third-order linear differential equation

$$u'''(x) + u''(x) - u'(x) - u(x) = 0, \quad (70)$$

subject to the set of three Robin-type boundary conditions

$$u''(0) - u'(0) - u(0) = 1,$$
$$u''(0) - u(0) = -1,$$
$$u'(1) + u(1) = 10.$$  

The exact solution is

$$u^*(x) = \left( \frac{x}{2} - \frac{1 - 20e - 10e^2}{4e^2} \right) e^{-x} - \frac{1 - 20e - 10e^2}{4e^2} x. \quad (71)$$

The equivalent Fredholm-Volterra integral equation is

$$u(x) = \frac{31}{2} - 2x + \frac{13x^2}{2} + \left( \frac{2}{3} + \frac{x}{2} \right) (L_{1,3}^{-2} Nu + L_{1,3}^{-3} Nu) - L_{1,3}^{-3} Nu,$$

where $Nu = u''(x) - u'(x) - u(x)$ and

$$L_{1,3}^{-3}(\cdot) = \int_0^1 \int_0^x \int_0^{x'} (\cdot) dx'' dx' dx, L_{1,3}^{-2}(\cdot) = \int_0^1 \int_0^{x'} (\cdot) dx'' dx.$$  

The recursion scheme is

$$u_0(x) = \frac{31}{2} - 2x + \frac{13x^2}{2},$$
$$u_{n+1}(x) = \left( \frac{2}{3} + \frac{x}{2} \right) (L_{1,3}^{-2} A_n + L_{1,3}^{-3} A_n) - L_{1,3}^{-3} A_n,$$

where $n \geq 0$ and

$$A_n = u_n''(x) - u_n'(x) - u_n(x), \; n \geq 0.$$  

In Fig. 1, we plot the curves of the exact solution $u^*(x)$ (solid line), and the approximate solutions $\phi_2(x)$ (dash line), $\phi_3(x)$ (dot line) and $\phi_4(x)$ (dot-dash line).

In Fig. 2, we plot the curves of the error functions $E_2(x)$ (solid line), $E_3(x)$ (dash line), $E_4(x)$ (dot line) and $E_5(x)$ (dot-dash line).

We consider the error function

$$E_n(x) = \phi_n(x) - u^*(x)$$

and the maximal error parameters

$$ME_n = \max_{0 \leq x \leq 1} |E_n(x)|.$$  

In Fig. 2, we plot the curves of the error functions $E_n(x)$ for $n = 2, 3, 4$ and $5$. In Fig. 3, we display the logarithmic plots of the maximal error parameters $ME_n$, $n = 2$ through $10$, where the points are distributed almost on a straight line thus indicating an approximate exponential rate of convergence.

Example 2. Consider the third-order nonlinear differential equation

$$u'''(x) - 2 - u''(x) + x \sinh(u(x)) = 0, \quad (72)$$

subject to the set of three Robin-type boundary conditions

$$u''(0) - u'(0) + u(0) = -2,$$
$$u''(0.5) + 2u'(0.5) + 2u(0.5) = 2,$$
$$u''(1) - 3u'(1) + u(1) = -1.$$  

For this BVP, we calculate that

$$\alpha = \begin{bmatrix} 1 & -1 & 1 \\ 9/4 & 3 & 2 \\ -3/2 & -2 & 1 \end{bmatrix}, \; \alpha^{-1} = \frac{1}{49} \begin{bmatrix} 28 & -4 & -20 \\ -21 & 10 & 1 \\ 0 & 14 & 21 \end{bmatrix}.$$
and the equivalent nonlinear Fredholm-Volterra integral equation as

\[
\begin{align*}
\nu(x) &= \frac{1}{7} + \frac{63}{49} x - \frac{22}{49} x^2 - L_1^{-3} \nu
+ \frac{1}{49}(14 + 10x - 2x^2) \left(L_1^{-1} \nu + 2L_1^{-2} \nu + 2L_1^{-3} \nu \right)
+ \frac{1}{49}(21 + x - 10x^2) \left(L_1^{-1} \nu - 3L_1^{-2} \nu + L_1^{-3} \nu \right),
\end{align*}
\]

where \( \nu = -2 - u''(x) + x \sinh(u(x)) \). We decompose the solution and the nonlinearity as

\[
\nu(x) = \sum_{n=0}^{\infty} \nu_n(x), \quad \nu(x) = \sum_{n=0}^{\infty} B_n(x),
\]

where

\[
B_0 = -2 - u''_0(x) + xA_0, \quad B_n = -u''_n(x) + xA_n,
\]

and the \( A_n \) are the Adomian polynomials for the analytic function \( \sinh(u(x)) \), i.e.

\[
\begin{align*}
A_0 &= \sinh(u_0), \\
A_1 &= u_1 \cosh(u_0), \\
A_2 &= \frac{1}{2} u_1^2 \sinh(u_0) + u_2 \cosh(u_0), \\
A_3 &= u_2 u_1 \sinh(u_0) + \frac{1}{6} u_3 \cosh(u_0) + u_3 \cosh(u_0), \\
&\quad \ldots,
\end{align*}
\]

and design the parameterized recursion scheme accordingly as

\[
\begin{align*}
\nu_0(x) &= c, \\
\nu_1(x) &= -c(1 - q) + \frac{1}{7} + \frac{63}{49} x - \frac{22}{49} x^2 - L_1^{-3} B_0 \\
+ \frac{1}{49}(14 + 10x - 2x^2) \left(L_1^{-1} B_0 + 2L_1^{-2} B_0 + 2L_1^{-3} B_0 \right)
+ \frac{1}{49}(21 + x - 10x^2) \left(L_1^{-1} B_0 - 3L_1^{-2} B_0 + L_1^{-3} B_0 \right), \\
\nu_{n+1}(x) &= -c(1 - q) q^n - L_1^{-3} B_n \\
+ \frac{1}{49}(14 + 10x - 2x^2) \left(L_1^{-1} B_n + 2L_1^{-2} B_n + 2L_1^{-3} B_n \right)
+ \frac{1}{49}(21 + x - 10x^2) \left(L_1^{-1} B_n - 3L_1^{-2} B_n + L_1^{-3} B_n \right), \quad n \geq 1,
\end{align*}
\]

where we take \( c = \int_0^1 \left( \frac{1}{7} + \frac{63}{49} x - \frac{22}{49} x^2 \right) dx = \frac{181}{454} \).

Table 1: The maximal error remainder parameters \( MER_n \) in Example 2.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( MER_0 )</th>
<th>( MER_1 )</th>
<th>( MER_2 )</th>
<th>( MER_3 )</th>
<th>( MER_4 )</th>
<th>( MER_5 )</th>
<th>( MER_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.06115</td>
<td>0.135321</td>
<td>0.073565</td>
<td>0.0383467</td>
<td>0.0274748</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.00825477</td>
<td>0.00397323</td>
<td>0.00191811</td>
<td>0.000930779</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We take \( q = 0.1 \) to compute the solution approximants. The solution approximants \( \Phi_n(x) \), \( n = 2, 3, 4, 5 \), are plotted in Fig. 4, where the last three curves overlap. In Fig. 5, we plot the error remainder functions \( ER_n(x) \) for \( n = 2, 3, 4, 5 \). The maximal error remainder parameters \( MER_n, n = 2 \) through 10, are listed in Table 1. The logarithmic plots of these values are displayed in Fig. 6, where the last 7 points are distributed almost on a straight line thus indicating an approximate exponential rate of convergence.

**Example 3.** The squeezing flow and heat transfer between two parallel disks with velocity slip and temperature jump [39] lead to the following nonlinear BVP in dimensionless form

\[
\begin{align*}
\frac{d^4}{d \xi^4}(\eta) - S \eta f'''(\eta) - (3S + M^2) f''(\eta) + 2S f(\eta)f''(\eta) &= 0, \\
f(0) &= 0, \quad -\beta f''(0) + f'(0) = 0, \\
f(1) &= 1/2, \quad \beta f''(1) + f'(1) = 0.
\end{align*}
\]

\( \eta \) and \( f(\eta) \) are the non-dimensional stream function and species concentration, respectively. \( S \) is the slip parameter, \( M \) is the non-dimensional temperature jump.
where $\eta$ is a similarity variable, $f(\eta)$ characterizes the axial velocity, $S$ is the squeeze number, $M$ is the Hartman number, and $\beta$ is the dimensionless slip parameter.

For this fourth-order nonlinear BVP, $0 = \xi_1 = \xi_2 < \xi_3 = \xi_4 = 1$, $\alpha_{1,4} = \alpha_{2,3} = \alpha_{3,4} = \alpha_{4,1} = 1$, $\alpha_{2,2} = -\beta$, $\alpha_{4,2} = \beta$, $\alpha_{i,j} = 0$ for other $i, j$, $\beta_1 = \beta_2 = \beta_3 = 0$, $\beta_3 = 1/2$, and

$$N f(\eta) = -S f''''(\eta) - (3S + M^2) f'''(\eta) + 2S f'(\eta) f''(\eta).$$

We calculate that

$$\alpha = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & -\beta & 1 & 0 \\ \beta & \beta & 1 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

$$\alpha^{-1} = \frac{1}{\beta} \begin{pmatrix} 1 + 2\beta & 1/2 + \beta & -1 - 2\beta & 1/2 + \beta \\ -\frac{1}{3} - \beta & -1 - \beta & \frac{1}{2} + \beta & -\frac{1}{6} \\ -\frac{1}{3} - \beta^2 & \frac{1}{3} + \beta & \frac{1}{2} + \beta^2 & -\frac{1}{6} \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

where

$$D = \frac{1}{12} + \frac{2\beta}{3} + \beta^2.$$

The equivalent nonlinear Fredholm-Volterra integral equation is

$$f(\eta) = \frac{1}{2D} \left( \frac{\beta + 2\beta^2}{2} \eta + \frac{1 + 2\beta}{4} \eta^2 - \frac{1 + 2\beta}{6} \eta^3 \right) - L^{-4} N f(\eta) + \frac{1}{D} \left( \frac{\beta + 2\beta^2}{2} \eta + \frac{1 + 2\beta}{4} \eta^2 - \frac{1 + 2\beta}{6} \eta^3 \right) L^{-4} N f(\eta) + \frac{1}{D} \left( \frac{1 + 2\beta}{12} \eta^3 - \frac{\beta}{6} \eta - \frac{\eta^7}{12} \right) \left( \beta L^{-2}_1 N f(\eta) + L^{-3}_1 N f(\eta) \right).$$

We decompose the solution and the nonlinearity as

$$f(\eta) = \sum_{n=0}^{\infty} f_n(\eta), \quad N f(\eta) = \sum_{n=0}^{\infty} A_n(\eta),$$

and design the recursion scheme

$$f_0(\eta) = \frac{1}{2D} \left( \frac{\beta + 2\beta^2}{2} \eta + \frac{1 + 2\beta}{4} \eta^2 - \frac{1 + 2\beta}{6} \eta^3 \right),$$

$$f_{n+1}(\eta) = \frac{1}{D} \left( \frac{\beta + 2\beta^2}{2} \eta + \frac{1 + 2\beta}{4} \eta^2 - \frac{1 + 2\beta}{6} \eta^3 \right) L^{-4}_1 A_n + \frac{1}{D} \left( \frac{1 + 2\beta}{12} \eta^3 - \frac{\beta}{6} \eta - \frac{\eta^7}{12} \right) \left( \beta L^{-2}_1 A_n + L^{-3}_1 A_n \right) - L^{-4}_1 A_n, \quad n \geq 0,$$

where

$$A_0 = -S f''''_0(\eta) - (3S + M^2) f'''_0(\eta) + 2S f_0'(\eta) f''_0(\eta),$$

$$A_n = -S f''''_n(\eta) - (3S + M^2) f'''_n(\eta) + 2S \sum_{k=0}^{n-1} f_k(\eta) f''''_{n-k}(\eta), \quad n \geq 1.$$

From the recursion scheme, we obtain the solution components and solution approximants.

We take $S = M = 1$ and $\beta = 0.1$ to compute the solution approximants. The solution approximants $\phi_n(\eta)$, $n = 2, 3, 4$, are plotted in Fig. 7, where the three curves overlap. In Fig. 8, we plot the error remainder functions $ER_n(\eta)$ for $n = 2, 3, 4$. The maximal error remainder parameters $MER_n$, $n = 2$ through 7, are listed in Table 2.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$MER_n$</th>
<th>$\text{LR}(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.298349</td>
<td>0.0188325</td>
</tr>
<tr>
<td>3</td>
<td>0.00124835</td>
<td>4.10099 $\times 10^{-7}$</td>
</tr>
<tr>
<td>4</td>
<td>0.000864968</td>
<td>5.85126 $\times 10^{-6}$</td>
</tr>
</tbody>
</table>

The logarithmic plots of these values are displayed in Fig. 9, where the points are distributed almost on a straight line thus indicating an approximate exponential rate of convergence.
4 Conclusions

We have presented a new modification of the Adomian decomposition method to conveniently solve a wide class of higher-order, multipoint, nonlinear boundary value problems with higher-order Robin-type boundary conditions. Our new approach yields a rapidly convergent sequence of analytic functions for the solution without any incorporating undetermined coefficients within the modified recursion scheme for computing successive solution. Thus we avoid the complications resulting from the necessity of evaluating such undetermined coefficients at each stage of approximation. As this resulting sequence of nonlinear algebraic or transcendental equations produces more than one root for the possible value of each undetermined coefficient at each stage, we are then confronted with the ambiguity of multiple roots. Usually this difficulty is handled by discarding unphysical roots, which does not lend itself to automation. Furthermore we can also parameterize the new modified recursion scheme by inserting a predetermined parameter in order to achieve simple-to-integrate series without regard to the possible complexity of the original initial solution component, which is comprised of the boundary values and the input function. The value of the predetermined parameter can favorably increase the rate of convergence and extend the interval of convergence of the resulting parameterized decomposition series solution. We have demonstrated the practicality and efficiency of our new modification of the Adomian decomposition method by several numerical examples. In point of fact, the convergence was already sufficiently rapid, where we demonstrated an approximately exponential rate of convergence of our new modified decomposition series. The overall efficiency of our new modification of the ADM is further enhanced by the new algorithms and subroutines crafted by Duan for generating the Adomian polynomials quickly and to high orders at will. Furthermore the rigorous mathematical convergence of the Adomian decomposition series to the exact solution has already been established by many researchers. In many physical models, an exact closed-form solution is not always possible; however our expository examples have once again demonstrated that only a few terms of the truncated decomposition series provides an excellent approximation even in the complex mathematical models.
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