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Abstract: Reliability and survival analysis is important in lifetimes of the units in an experiment which depend on modeling of events
which depend on time, systems, components, or random variables. This paper proposes an inferences model for a simple stress-strength
model with Type-II censored sample. This case is studied in our paper with Odd Generalize Exponential-Exponential distribution
(OGEE), by using the point and interval estimation parameters of (OGEE) distribution for type-II censored . have been studied and
compared with Mean square errors to decide which method is more suitable for studying the reliability with the model of stress-strength.
The data were generated by using the Monte Carlo study of simulated samples.

Keywords: Odd generalize exponential-exponential distribution; type-II censored sample; stress- strength model, maximum likelihood
function

1 Introduction

The problem of estimating and testing the reliability based on stress-strength modeling, R = (X < Y) is a measure of
component reliability when it is subjected to random stress X and has strength Y. In this context, R can be considered as
a measure of system performance and naturally arise in electrical and electronic systems. Other interpretation can be that,
the reliability,R, of the system is the probability that the system is strong enough to overcome the stress imposed on it.
The component failing if and only if at any time the applied stress is greater than its strength. Other applications for the
reliability parameter exists when X and Y have different interpretation, such as when Y is the response for a control group
and X is the response for the treatment group.

Many authors have studied the stress-strength parameter [1] they consider the statistical inferences of the unknown
parameters of a Weibull distribution when the data are Type-I censored. It is well known that the maximum likelihood
estimators do not always exist, and even when they exist, they do not have explicit expressions. They propose a simple
fixed point type algorithm to compute the maximum likelihood estimators, when they exist. They also propose
approximate maximum likelihood estimators of the unknown parameters, which have explicit forms. Barbiero [2]
studied statistical inference for the reliability of stress-strength models when stress and strength are independent Poisson
random variables. Also, [3—11] discussed the different distributions for stress-strength model.

This paper tends to estimate stress- strength model R = (Y < X) where strength and strength are two independent
Type-1I with OGEE distribution. Assume those scale parameters are known. The importance of OGEE distribution is
the flexibility in modeling lifetime data for better representation of the phenomenon contained in the data set. For more
information on OGEE distribution, see [12]. According to paper [12], the new distribution OGEE can be represented for
its Pdf and Cdf.

F(x) = 18P M), (1

F(x) = 1—e M0, x>0, A>0, <o )
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The maximum likelihood estimate and exact confidence interval of R is derived. Besides, Bayes estimator of R is derived,
and all of these estimators are obtained based on mean square errors. The paper is organized as follows. In Section (2),
system reliability. Maximum likelihood estimator is shown in Section (3), exact C.I is shown in Section (4), the Bayes
estimator is shown in Section (5) and Bootstrap C.I are obtained in Section (6). For simulation, the studies’ proposal is
shown in Section (7). Tables are represented in Section (8). Finally, conclusions appear in Section (9).

2 System Reliability R

Let X and Y be two independent OGEE random variables with parameters (4, 0) and (A,, 0), respectively. Thee reliability
of system is defined as follows:

R=P(Y <X) :/P[Y < X|Y =yldy,
0

7 \ . A
R — 1 _ 72,1(69 71)}/ 9 X6 72,2(69 71)d — 2 . 3
0/ e 20e7e X P 3)

3 Maximum Likelihood Estimator

Assume that two independent random samples X1, X5, , X, and Y1,Y,,--- ¥, are observed from OGEE ~ (4;,6) and
OGEE ~ (1, 0). respectively. The likelihood function of A; and A, for the observed samples is:

e 0xy n—r
L(X1, X, o X V1Yo Vi, 1a0) = Hzlee‘”ﬂe AT [t T

(”— r1)

- H’beee)fei)b(e Y- l)[é‘*lz(ee}"zfl)}m*rz,

m—rz

The estimations i] and ig of the parameters A; and A,, respectively, can be obtained as the solution the the likelihood
equations

1
al (r]+1) G.in Xr
2L =D B )= e )+ (e 1) =0 @

And

n
92){,‘
9L _(nt]) —e 0 f(r A1) = (m—r)(r+1)(? +1) =0. (%)
Az Vs

From Equations (4) and (5), the estimators il MLE and iz MLE are given by

A ry+1

AIMLE = o (n+1) )
O.Zx, ox
e =0 —(rn+D)+m—r)(r+1)e"1+1)

A 41

AMLE = —; r2+1) )
9_2 Yj

e 10— (ry 1) (m— )+ 1)(e7 1)

Once the esgimators ilMLE and iZMLE, are derived and using the invariance property of the MLEs in (3), the MLE of R
denoted as Ry g becomes

(rp+1)
”
0 vyj
Ruvig = e IO —(ry 1)+ (m—ry) (ra+1) (™72 41) (6)
MLE = (r+1) + (ra+1)
r] r2
oy i 0 vj

e =0 —(r+ 1)+ (=) (A1) e T (1) (mer) (ra 1) (€272 1)
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4 Asymptotic distribution and confidence interval of R

based on the asymptotic, see [13, 14]. The general conditions of the MLEs of il and iz distribution of the MLEs
immediately follows from the Fisher information matrix of A; and A,. That is, as n,m — oo and % — k, where 0 < k < 1,

it follows that: R .
[V = 1), V(A — 12)] 2 N>(0,8(4)),

where |
_ Iy Ip\
S(A)=1"1(4) = (,;: ,;j) : @)

and the matrix /(1) is the Fisher information matrix of the parameter vector A = (1;,1,), and the ij™ element is given by
the second partial derivatives [;; = %, i,j = 1,2. From the asymptotic properties of the MLEs of A; and A,, one can
easily get, A

A A
il + ﬁ,z - A+

ﬁ(z@-ze):ﬁ( )BNVZ(OKFZL

where

o2 — (ri+ 1)(ra+ 1) (A4 + Ap)?
b 3

A (1 — o)100% approximate confidence interval of R can be constructed based on the asymptotic results obtained. This

asymptotic confidence interval is given by

(®)

R£Z) a4, ©)

where 6 is the asymptotic standard deviation of R.

S Bayesian estimation of R

In this section, the Bayes estimator of R denoted as Rp is obtained with non-informative prior, where the equation to find
fisher information as follow:
d”log(A)
I(M)=—-E| —=— ). 10

The Fisher information measures the sensitivity of an estimator. Jeffrey’s [9] be considered as a prior for the likelihood
function L(6). The Jeffrey’s prior is justified on the grounds if its invariance under parameterization according to [15].
Then, the prior distribution for A, and A, respectively

717()(,]3) o L and 717()(,23) 08 L (11)
3,13 AfZB

Based on the above assumptions and from Equation (11), the joint density of the data A,z and A, cab be obtained as
L(X1, X, . X0, Y1,Ya, -+ Y, Mig) = L(X1, X2, , X, Y1, Y2, -+, Yo, M) (A1)

and
L(Xy, X2, X0, Y1,Y2, - Yo, Ao) = L(X1, X0, . X0, Y1, Y2, -+, Y, Aop) W(A2B).

Therefore, the posterior density of these data, A, and V55 given the data can be obtained as follows:

A LX\, X, . X, Y1, Y, Y, M) (A
77.'*()(,]3) - 1B _ ( 1,42, yAny L1542, s Lmy IB) ( IB)
X17X27"' 7XI’HY15Y27"' 7Ym 1
JLX1, X2, X, Y1, Yo, Y, Mig) (M) d A
0
and Y A ]y
L(X, X, - . X,,Y1,Y,--- Y, T
TE*()LZB) L< 2B > _ 1 ( 1,242, s Anys L1542, sdms 23) ( ZB) . (12)
XI;XZa"' aXnaY17Y27"' ;Ym

JL(X1,X0,-- . X0, Y1,Y2, -+ Yo, Aag) 0 (A2B)d Aop
0
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From Equation (12), the posterior density of these data A,z and A, are given by:

9-;'1’ i Ox 1
~hg e =0 ()= (i) (=) [ 1] 0%
Alle x {e =0 +(r +1)—(r+ 1)(n—r1)[e6x’1 + 1]}71
13)

T (AIIB) = F(V1+ 1)
) r)% yi
P Az{e .f:()“-’+(r2+l)7(r2+l)(m7r2) [eeyrz +]] } [°] % yj 0
e x{e P (1) = (+ 1) (m—r2)[e y’2+1]}"2
" (Aap) = Tt 1) (14)

From Equations (13) and (??), the estimators 113 and izg are given by

A )L] oo
" <X17X27"'7Xn7Y1,Y2,"',,Ym> ! ( ]B) 1
0

o A o *
AIZB_E(XhXL"' X, Y1,Y2,- - 77Ym) _b/z’zn ()vZB)dAQ. (15)

Onge the estimators il p and ﬁ,zg, are derived and using the invariance property of the MLEs in (3), the MLE of R denoted
as Rp becomes

Rp = frachphp + M. (16)

Use the estimators ilg and ﬁ,zB to estimate the bootstrap sample X/, X5,---, X, and Y|",YS",--- Y, the compute the
estimated value of R by Bayes which shown in (16).
Calculate the bootstrap MSE by

— 1Y _
M%M:Nmef&)

i=1

The asymptotic (1 — &)100% confidence interval is given by

(R—Z% \/I\/AS\EBB,R—I—Z% \/I\/AS\EBB). (17)

6 Simulation study

In this section some numerical experiments reported and performed by using MATHCAD PROGRAM 2001, to evaluate
the behavior of the proposed methods for different effective sample sizes, different sampling schemes and different
parameter values . The performances of the MLEs and the Bayes estimates are compared in terms of biases , mean
squares errors (MSEs) loss function . Bayes estimates, are computed based on non-informative . Monte Carlo simulation
is performed to test the behavior of the proposed estimators.

The simulations are based on 10000 replications and the results are presented in Tables (1) for MLE. In Table (2) for
Bayes estimators and in Table (3), both CI and B-CI using Equations (9) and (17), respectively.

The results are shown in Table (1). All simulations are based on the following sample sizes; n and m = 5,10,15,25 and
50 where A; and A, = 0.1,0.2,0.5,0.001,0.06, respectively. Table (2) shows the results of Bayes estimation of R.
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7 Tables
Table 1: MI method estimation of Ry g
(n, m) l] )Lz )L] MLE )LZMLE R ﬁMLE Bias MSE
0.1 0.2 0.092 0.205 | 0.666 | 0.619 | 0.0046462 0.022
(5,5) 0.5 0.5 0.545 0.555 | 0.500 | 0.524 | 0.1550000 0.569
0.001 | 0.06 | 0.001202 | 0.66 | 0.983 | 0.950 | —0.004642 | 0.001262
0.1 0.2 0.11 0.192 | 0.666 | 0.616 | 0.002212 0.015
(5,10) 0.5 0.5 0.495 0.495 0.5 0.655 0.121 0.062
0.001 | 0.06 | 0.001226 | 0.062 | 0.983 | 0.951 | —0.002962 | 0.001144
0.1 0.2 0.105 0.211 | 0.666 | 0.626 0.012 0.012
(10,10) 0.5 0.5 0.542 0.542 0.5 0.562 0.125 0.062
0.001 | 0.06 | 0.00102 | 0.062 | 0.983 | 0.952 | —0.001512 0.00102
0.1 0.2 0.099 0.210 | 0.666 | 0.624 0.019 0.006251
(15,15) 0.5 0.5 0.529 0.502 | 0.500 | 0.559 0.126 0.049
0.001 | 0.06 0.0011 0.062 | 0.983 | 0.952 | —0.001215 | 0.001006
0.1 0.2 0.101 0.206 | 0.666 | 0.622 | 0.009021 0.0056092
(15,25) 0.5 0.5 0.511 0.522 0.5 0.552 0.106 0.02
0.001 | 0.06 | 1.026e72 | 0.062 | 0.983 | 0.952 | —0.001456 | 0.001002
0.1 0.2 0.102 0.219 | 0.666 | 0.625 0.012 0.00511
(25,25) 0.5 0.5 0.454 0.529 0.5 0.552 0.115 0.021
0.001 | 0.06 | 0.00102 | 0.062 | 0.983 | 0.954 | —0.000926 | 0.0009696
0.1 0.2 0.102 0.202 | 0.666 | 0.621 0.016 0.00252
(50,50) 0.5 0.5 0.504 0.505 0.5 0.566 0.104 0.019
0.001 | 0.06 | 0.00101 0.061 | 0.983 | 0.954 | —0.00106 0.000991
Table 2: Bayes estimation of R
5 Bayes with MSE
(vm) | A | R Re Bias MSE
(5,5) 0.1 0.2 | 0.666 | 0.61 —0.059 0.045
’ 0.001 | 0.06 | 0.983 | 0.966 —0.00522 0.00129
(5,10) 0.1 0.2 | 0.666 | 0.615 —0.051 0.026
’ 0.001 | 0.06 | 0.983 | 0.965 —0.00629 0.00125
0.1 0.2 | 0.666 | 0.611 —0.025 0.016
(10,10) 0.2 0.1 | 0.333 | 0.225 —0.125 0.021
0.001 | 0.06 | 0.983 | 0.95 —0.004254 0.001064
0.1 0.2 | 0.666 | 0.611 —0.025 0.016
(15,15) 0.2 0.1 | 0.333 | 0.266 0.102 0.016
0.001 | 0.06 | 0.983 | 0.95 —0.004254 0.001064
0.1 0.2 | 0.666 | 0.615 | —0.009621 0.006696
(15,25) 0.2 0.1 | 0.333 | 0.266 —0.102 0.015
0.001 | 0.06 | 0.983 | 0.952 | —0.002466 0.001005
0.1 0.2 | 0.666 | 0.61 | —0.0002666 | 0.005291
(15,25) 0.2 0.1 | 0.333 | 0.251 —0.069 0.005621
0.001 | 0.06 | 0.983 | 0.952 | —0.002055 | 0.0009949
0.1 0.2 | 0.666 | 0.614 0.005201 0.00292
(15,25) 0.2 0.1 | 0333 | 0.224 —0.046 0.004
0.001 | 0.06 | 0.983 | 0.952 | —0.001292 | 0.0009504
© 2022 NSP
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Table 3: MI method estimation of Ry g

(m,m) | R Cl B—Cl (n,m) R Cl B—Cl
0.666 | (0.612, 0.676) | (0.613, 0.699) 0.666 | (0.603, 0.669) | (0.612, 0.679)
(5,10) | 0.333 | (0.255,0.355) | (0.252,0.393) | (15,25) | 0.333 | (0.245,0.351) | (0.255, 0.399)
0.983 | (0.950, 0.999) | (0.950, 0.991) 0.983 | (0.954, 0.994) | (0.941, 0.996)
0.666 | (0.612, 0.683) | (0.609, 0.676) 0.666 | (0.610, 0.676) | (0.612, 0.689)
(10,10) | 0.333 | (0.264,0.395) | (0.266, 0.391) | (25,25) | 0.333 | (0.265, 0.369) | (0.246, 0.366)
0.983 | (0.953, 0.996) | (0.945, 0.999) 0.983 | (0.954, 0.993) | (0.940, 0.996)
0.666 | (0.606, 0.686) | (0.604, 0.685) 0.666 | (0.613, 0.690) | (0.632, 0.694)
(15,15) | 0.333 | (0.265,0.369) | (0.264, 0.369) | (50,50) | 0.333 | (0.269, 0.363) | (0.250, 0.361)
0.983 | (0.953, 0.995) | (0.940, 0.995) 0.983 | (0.955, 0.990) | (0.939, 0.996)
0.05
0.04
s MSE OF R by using MLE
0.03
s MSE OF R by
usingBAYES
0.02
Linear (MSE OF R by
using MLE)
0.01
Linear (MSE OF R by
usingBAYES)
0
-0.01

Fig. 1: Comparing between MSEs of estimated values of R by using MLE method and Bayes method.

8 Conclusion

In this paper, the problem of estimating R = P(X < Y) for the OGEE distribution was studied, the results were tabulated

in Tables 1, 2 and 3, we observed that :

1. The MSE of the estimates of R decreases as the increases for (n,m).

2. The performance of the Bayes estimators based on MSEs are better than MSEs of MLE.
3. The average lengths of all intervals decrease as (n,m) increases.

4. The length of asymptotic confidence interval of MLE is smaller than the Boot-strap Bayes confidence intervals.
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