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Abstract: Most operations in database (DB) is based on the deferred update replication technique, especially in distributed
environments. In deferred update replication, transactions are executed on a single host and broadcast to other hosts at commit
time. Upon delivering a transaction, each host confirms it toensure a globally serializable execution. The mechanism issubject
to CAP theorem in order to ensure data consistency and availability. This paper proposes a dependable cache query mechanism in
distributed relational database (DRDB). The key insight ofthe cache query mechanism provides high performance, strong consistency
and availability for mass connection systems. In addition to presenting the cache query mechanism, we elaborate its implementation,
and provide an experiment and analysis of its performance.
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1 Introduction

DB is a basic component of the information industry, its
development has, at the very least, spanned more than 50
years [16]. For about 40 years, the bulk of DB was in
Structured Query Language (SQL) language until the
development of the relational database (RDB) model [6],
which greatly simplified the difficulty of application
design. Until the 21st century, DB technology kept up
with demand because of the spread of high-speed
networks, the low cost of storage hardware, which made
data storage more convenient. However, DB does not just
emphasis data storage [5] and processing stability but also
looks forward to making good use of more resources to
serve a wider range of applications. Fields in RDB must
find a new way, because too many applications depend on
their development.

In the most serious challenge for RBD, distributed DB
is bound to determine the modern direction of the field.
DRDB is complex, and building it is difficult. Therefore,
any way that helps related system stakeholders conceive
the tradeoffs involved in developing DRDB is beneficial.
CAP theorem [1][7] is basically the tradeoff between
consistency and availability in a distributed environment
is a representative of the general tradeoff between

correctness and instantaneity in an unreliable system.
This concept that it is impossible for a system to achieve
both properties has played a key role in dependable
computing in distributed environments.

CAP stands for consistency, availability, and partition
tolerance. A distributed system cannot achieve all of these
three characteristics but, depending on the requirements
of a project, two can be selected. Therefore, only CA
system (consistent and highly available, but not
partition-tolerant), CP system (consistent and
partition-tolerant, but not highly available), and AP
system (highly available and partition-tolerant, but not
consistent) are possible [7]. For example, shows that
Oracle RAC [10] represents traditional RDB, which
selected consistency and availability and dropped
partition tolerance. NoSQL DB [4], on the other hand,
drops consistency to achieve partition tolerance and
availability. We can learn through this theory that, in
reality, the development of a distributed system is bound
to demand choices, and such the tradeoff is actually no
better than one another, given a comprehensive look at the
full set of applications. Cognitive sciences demand a
focus on the development of dependable research and
technology.
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This paper would focus on a cache mechanism in
DRDB, which is compatible with traditional RDB and
uses CAP perspectives to increase its load capacity.
Priority is given to consistency. The nature of the
so-called consistency of RDB is ACID transaction
security. ACID stands for atomic, consistent, isolated, and
durable; these four characteristics must be balanced. This
requirement is fairly common in ticket systems [8]. This
paper aims to improve the performance of DB in order to
help promoting ticket systems and achieve sustainable
results.

2 The proposed cache query mechanism

In a distributed system, a cache mechanism [9][15] is
very important. Because the distributed system
architecture of the network environment, connections, and
network communication costs produce high computation
costs, a priority is placed on cost reduction methods that
make the best use of cache mechanism to reduce
unnecessary network communications requests.

Each cache mechanism in DB on the market only
serves statements of the SELECT cacheable behavior for
the obvious reason that the SELECT statement does not
change the contents of the DB [11]. This paper addresses
the technical challenges of the UPDATE cache.
Intuitively, the UPDATE statement would seem to change
the contents of the DB, so the cache is not meaningless.
However, after careful study, it was seen that the
UPDATE statement did not always cause DB content
changes.

Fig. 1: Excerpt of UPDATE statement [14]

Fig. 1 contains the UPDATE statement in which the
assignments in the SET clause is executed, changing the
DB content. The key to determine whether the content of
the SET has been executed is to establish that the
condition of WHERE. When that condition is not
established, the content of the SET would not be
executed, and the DB would not be changed in any way,
making its features cacheable. This paper studies and
proposes its own cache mechanism for this kind of query
in order to obtain better system performance.

In DB, the natural processing of information is the
most important and time-consuming work. Clear queries
can enable the cache mechanism to reduce unnecessary
requirements for DB processing, leaving more resources
to deal with the real work and ultimately resulting in
higher service performance.

Fig. 2: Cache execution flow

The flow in Fig. 2 presents the most critical component,
the commit cache, which determines what kind of results
are in line with the conditions of the cache mechanism.
Usually, these conditions are unchangeable and placed in
the systems cache memory, so that the next time that
query is made, the system quickly complete its response,
reducing the expenditure of resources.

For the UPDATE statement, a logical ding of the
condition when it is not cacheable is hard to achieve,
because the SET problem is NP-complete. Therefore, the
most efficient way to enter the DB is to actually execute
one and, through the results of the implementation, judge
whether to comply with the conditions of the cache
mechanism.

The UPDATE statement is executed based on the
standard SQL Front-end/Backend protocol [13], which, as
we can see, in addition to the general system error, returns
the contents of the packet format as follows: UPDATE
rows

Where in the rows is a real number of lines changed,
the only possible is when the rows = 0 alerts, the DB does
not produce any changes, the DB does not produce
changes, and the condition is not established. The results
fed into the cache memory, keeping them available for the
next time the same query is received.

Table 1: Comparison between cache on and cache off
Cache on Cache off Ratio

UPDATE 0 1.85 sec 17.83 sec 10.38%
UPDATE 1 40.34 sec 37.51 sec 107.54%

The results of the prior implementation in Table 1 do not
reflect the DB-level performance of the main test cachet.
UPDATE 0, as the execution result, is not in the DB
updated content, and as a result, UPDATE 1 is only the
profile of an item, in order to minimize the cost of the
disk write, so as not to interfere with the rating values.
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The UPDATE 0 test comparison details the considerable
savings of the resourcesan increase of nearly 90% in the
resources availablewhich prove that the effectiveness of
the cache is very significant. While the UPDATE 1 test
must not be used for the cache, there would still be open
caching inspection procedures, whose results reflect the
cost of their implementation, representing 7.54%. These
comprehensive comparison results indicate the
application of the system to assess such situations and the
suitability of applying this technology.

3 Experiment

3.1 Experiment subject: a ticket system

The ticket system obviously encounters the mass
connection problem. DB can speed up the response to the
requirements of the query. In addition to this technical
problem, other practical considerations also exist.

3.1.1 Resource allocation [17]

This problem usually occurs when there is a large number
of the number of instant connections that exceed the
average load reserve of the unprepared system. Normality
improves the overall amount of load to prepare, or
permission to reduce the probability of the occurrence of
this problem, but the cost of upgrading these resources
needed to alleviate this fear is high.

3.1.2 Compatibility

In a purely commercial system such as the ticket system,
any sales logic changes can cause a chain reaction, causing
considerable distress to the system programmers. The DB
can provide more methods to use and be compatible with
the existing method.

Practically, there are a variety of different types of
ticket systems, but for purposes of the DB, a
defined-context, set-simulated system is the most critical
operating mode. Overall, system design is also a critical
factor. This paper tries to reduce the scope of the
computation’s application in order to understand the
benefits of DB in this context. The first definition of the
application of the system and the test scenarios are as
follows:

–100 vacancies booked by 10,000 people
–Authentication violence into the DB and higher than
practical environment strength

–Tickets that reserve a specific seat
–100 attempts allowed for each ticket; once exceeded,
that seat ends

–Programming language, PHP [12]; web server, Apache
HTTP Server [3]

–Client’s simulated test software, for client ab [2]

Fig. 3 is the pseudo-code for the core program. According
to the pseudo codethe following statement test should be
used:
$ ab -n 200 -c 200 http://server-hostname/ticket.php
This statement can generate 200 simultaneous connections
and produce test results. The statement changes the n -c
parameter to complete the experiment.

Fig. 3: Pseudo code of Simulated ticket system (ticket.php)

3.2 Result and discussion

Programs of the experiment and DB links use only a
query statement to minimize the application process and
meet the test requirements in this section for an UPDATE
statement. When the application needs more time for
processing, the density of work for DB is reduced and
could provide even better work efficiency.

Table 2: Experiment result of simulated ticket system
Connection Cache on Cache off Saved

100 3.34 2.54 -31.50%
200 5.99 7.18 16.57%

1000 23.57 42.58 44.65%
2000 45.67 89.77 49.13%

10000 262.33 455.39 42.39%

In Table 2, when there were only 100 connections, the
Remarks cache mechanism failed to ensure that seats
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were available and became a burden. Its contribution,
however, increased along with the number of connections.
In this test, stabilization saves more than 40% of the
operating costs. Compared with Table 1, the pure DB test
saves 90% of the cost, but in this test, sharpness is
reduced to 40%. The difference is that this test increases
the processing of the application. Even if the application
of this test is very simple, it still accounts for high
operating costs. Therefore, the practical design, not just
the DB performance tuning and application design has a
decisive impact on the overall efficiency of the
implementation. Two of three must be implemented to
ensure success.

4 Conclusion and future work

In related distributed systems, a cache mechanism is a
crucial component. Through the proposed cache query
cache mechanism for UPDATE, This paper challenges the
practicality of implementing this technology, and the
results successfully expanded the field of view of the
development of basic technologies. Given its important
position in the cache system, the cache must perform part
of the job of the distributed system. To this end, our near
future work will develop cache memory cluster, a faster
and more stable DB cache mechanism.

For distributed DB, data distribution algorithms are a
future major research focus. Consideration of the
parameters of applications could support more efficient
resource allocation and ultimately yield better results.

In addition, many of the applications deployed on
APPs of smart phone have different properties than
traditional application and database services like search
engines and on-line shopping websites. For instance, they
are heavily influenced by propinquity and security; they
are organized around all kinks of social interactions; and
privacy considerations are more immediate. By reviewing
CAP in the context of DRDB, we might better understand
the unique tradeoffs that occur in these types of scenarios.
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