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Abstract: Energy efficiency, one of the key factors for sensor network, is a challenging work. It is agreed that sink routing is the main
influencing factor for energy efficiency and selecting an optimal routing path becomes critical. It is hard for source participant (sink
nodes, namely trustor) to select a trustworthy target participant (data collecting sensor nodes, namely trustee), especially when the scale
of sensor network becomes increasingly larger. An optimal trust path selection problem (TPS problem) is a Multi-Constrained Optimal
Path (MCOP) problem, which is proved to be a NP-Complete problem. In this paper, we first introduce a concept of complex trust
network to model the relationships among network nodes in a complex sensor network. In this model, we represent the trust network
based on high dimensional vector and matrix. Then, we propose an algorithm TPS DR (Trust Path Selection based on Dimensionality
Reduction) to simplify the trust network through reducing the dimensionality, i.e. cluster some similar nodes into a supernode. Our
example demonstrates the usage and advantage of our model and algorithm.

Keywords: Dimensional Trust Vector, Complex Trust Network, Trust Path Selection, Multi-Constrained Optimal Path (MCOP)
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1. Introduction

With the scale of sensor network becoming larger and
larger, the trust relationships between nodes are
accordingly becoming more complex and difficult to
understand. As a result, the sink nodes can hardly find out
the optimal routing path. However there can be over tens
of thousands of trust paths between sink node (so-called
trustor) and its target node (data collecting sensor node,
trustee) in large-scale networks [1].Then the problem is
how to find out an optimal trust path to get the trustworthy
target. Considering that trust is a complex concept
depending on lots of complex aspects it may concerns,
such optimal Trust Path Selection problem (TPS problem)
is typically a Multi-Constrained Optimal Path (MCOP)
selection problem, which is NP-Complete[2].

Some arts made some efforts in routing scheme of
communication network[3] After identifying that TPS
problem is a MCOP selection problem and thus
NP-Complete, Korkmaz and Krunz[2] introduced a

corresponding solution, a heuristic algorithm (H MCOP),
which was an attempt to minimize both the nonlinear cost
function (for the feasibility part) and the primary cost
function (for the optimality part). However, such an
algorithm requires the state information to be accurate,
not necessarily true in the real world. Li et al.[4]
advanced a composite service selection algorithm based
on trust evaluation of Bayesian inference, and a Monte
Carlo method (QoS constrained) based trust-oriented
composite service selection algorithm was proposed. The
optimal strategies in their later work[5] were advanced to
improve the efficiency of the algorithm. Liu et al.[5]
considered the above mentioned aspects thoroughly and
proposed an efficient approximation algorithm
MONTE K. This algorithm was based on their new
complex social network structure and a new concept of
Quality of Trust (QoT), which illustrated the ability to
guarantee a certain level of trustworthiness in trust
evaluation. They considered three QoT attributes, which
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however are not sufficient or accurate in describing such a
complex concept as trust. Furthermore, they have not
considered the correlation between the QoT attributes,
and the utility function is too simple to embrace all QoT
attributes. In the work[6], the path with the maximal trust
value was selected as the most trustworthy social trust
path. Unfortunately, some important aspects between the
adjacent trust nodes and the recommendation roles of a
participant have a significant influence on trust
propagation[7,8]. But these factors have not been
considered in existing social TPS solutions.

After all, trust cannot be described or evaluated by
considering only several aspects. Furthermore, scientists
from multi-discipline have different viewpoints about the
concept of trust and the influence factors of trust[9].
Practically, the limited number of influence factors
considered in the existing algorithms[2,5,11–15] can not
deliver enough performance. The probable solution is to
consider as many influence factors as possible to get the
approximate solution.

In this paper, considering the complexity of trust and
its propagation[10], we will first introduce a concept of
complex trust network which contains the complex trust
information, trust relationships and other important
aspects of trust and reputation. We then propose a model
to represent the trust network based on high dimensional
vector and matrix, finally the TPS problem is modeled as
Multi-Constrained Optimal Path (MCOP) selection
problem, which is a NP-Complete problem[2]. Therefore,
we propose an approximate algorithm TPS DR, Trust
Path Selection based on Dimensionality Reduction, to
simplify the trust network through reducing the
dimensionality of the trust vectors so as to cluster some
similar nodes into a supernode. Our example
demonstrates the usage and advantage of our model.

2. Complex Trust Network

As for selecting the optimal trust path for sink node, the
critical problem is to construct a feasible trust network,
which contains the needed trust information while
contains the least unrelated information. In existing trust
network, nearly most researchers have considered only
several aspects about trust to simply the process of trust
path selection. However, as we have argued in the
previous section, considering the reasonability and
accuracy, it is inappropriate to consider only partial
influence factors when we solve such a problem as TPS.

In this paper, we will not consider the specific trust
attributes but try to build up a prototype which contains
enough attributes as demanded in various circumstances.
That is to say, we aim at construct such a trust network to
model a complex sensor network. Each trust node
contains enough attributes and they are interconnected by
some trust relationships. For example, in Fig. 1, source
and target participants, named trustor and trustee, contain
tens of thousands of attributes, while the trust

relationships are represented by the arrows between the
trust nodes. It should be noted that here we just give out
the prototype or template of the trust network, without
considering the specific attributes and relationships. In
one case, if we regard trustor as an employer who is
seeking a potential employee in the large scale social
network, trustor can evaluate the trustworthiness of
trustee along some trust path selected by some strategies.
In another case, we can regard trustor as one of some
other participants, such as a traveler who is seeking a
trustworthy travel route in the complex travel network. In
a word, our trust network can represent a lot of real
applications, without the requirement of considering the
specific attributes for each node or the relationships
among nodes. In this way, we can construct a complex
trust network to describe the complex and uncertain
relationships between nodes in the online social network.
For example, in Fig. 2, trustor S1 tries to select a trust
path to get trustee T1. It is known that, for a trust network
with n nodes, there are at most N paths:

N = 1+C1
n−2 +2!×C2

n−2 +3!×C3
n−2 + · · ·+

(n−3)!×Cn−3
n−2 +(n−2)!×Cn−2

n−2 ≥ 2n−2 (1)

If n=100, then N ≥ 298, which is a quite large number
that we can hardly examine all solution space quickly.
Therefore, to solve such a solution explosion problem, we
must reduce the solution space to an acceptable size.

2.1. Trust Vector Representation

As we mentioned above, trust is a complex concept
influenced by dozens of aspects. General solutions tried to
find out the key influence factors, however it is not
enough and also inconsistent with the facts in most cases.
In this paper, we will not care about what on earth the
influence factors are, and the only thing we want to do is
describing each trust node with a high dimensional vector
A:

A = [X1,X2 . . . ,Xn]
T (2)

Where [.]T denotes the transpose of the vector,
X1, . . . ,Xn are the values of all complete trust attributes
involved. In this way, we can construct a matrix N to
represent the complex trust network:

N =

 T11 . . . T1n
...

. . .
...

Tm1 · · · Tmn

 (3)

Here Ti j is the trust relationship vector between trust
nodes i and j, if i ̸= j, Ti j stands for the trust degree that
trustor i transfer to trustee j, otherwise Ti j is the
self-confidence of trust node i. Please note that the
difference between two concepts of trust vector of a node
(A) in Equation (2) and trust relationship between nodes
(Ti j) in Equation (3).
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Figure 1 The structure of our trust network.

2.2. The Similarity of Trust Nodes

In order to simplify the complex trust network, we need
to cluster the similar trust nodes into a collective (or
supernode). The first question remains: how do we
assemble the similar trust nodes into a supernode? The
method we here use is through judging the similarity
degree of trust nodes. If the similarity is high, then such
nodes can be clustered into a collective, such is the
super-node. Then how to compute the degree of similarity
of each trust node? In this paper, we judge the similarity
by computing the dot product of two nodes vectors, if the
value is close to one, then the degree of similarity of such
two nodes is high; otherwise the degree is low. Please
note that all trust vectors should be normalized before
they are computed by dot product. For example, there are
two trust nodes represented by the corresponding vectors
A and B:

A = [X1,X2 . . . ,Xn]

B = [Y1,Y2 . . . ,Yn]

, then normalize them by:

A′ =
[X1,X2 . . . ,Xn]

|A|
=

[X1,X2 . . . ,Xn]√
X2

1 +X2
2 + · · ·+X2

n

(4)

B′ =
[Y1,Y2 . . . ,Yn]√

Y 2
1 +Y 2

2 + · · ·+Y 2
n

(5)

So the dot product (similarity degree SAB) is computed as
follows:

SAB = A′ •B′ =
X1Y1+X2Y2+···+XnYn√(√

X2
1 +X2

2 +···+X2
n

)(√
Y 2

1 +Y 2
2 +···+Y 2

n

) (6)

Definition 1 (similar node) If the dot product of two
trust vectors is close to 1, then the two trust nodes (A and
B) are called similar nodes, one is the similar node of the
other, that is: A ∼= B , here ∼= is symbol of similarity.

Of course, the threshold value is preferred by different
participants. If two trust nodes are similar, then they have
also similar or congenial values of trust. In the process of

Figure 2 An example of complex trust network

trust path selection, if there is no equivalent node to
replace some selected node, then similar node can be
replaced approximately.

Definition 2 (the matrix of similarity) For the
complex trust network, we use the matrix of similarity SN
to describe its similarities between all nodes, that is:

SN =

 S11 . . . S1n
...

. . .
...

Sm1 · · · Smn

 (7)

Here Si j is the similarity of trust nodes i and j (i ̸= j),
whose value is decided by Equation (6). Obviously, Si j = 1
if condition i = j is met, this is a matter of course. Then
Equation (7) is modified as:

SN =

 1 . . . S1n
...

. . .
...

Sm1 · · · Smn

 (8)

Furthermore, considering it is such an undirected
relationship as similarity, we believe that:

Si j = S ji (9)

Therefore, if SN is a square matrix (m = n), it is a
symmetric matrix, then we can only consider the left or
right lower triangular equivalent form.

2.3. The Equivalence of Trust Node

Besides the relationship of similarity, there is another
relationship of equivalence. These two concepts are
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related tightly, similar nodes can be equivalent if some
pre-conditions are met, and on the contrary equivalent
nodes are surely similar.

Definition 3 (equivalent node) If the degree of
similarity of two trust nodes (A and B) is high enough,
then such two trust nodes can be regarded as equivalent
nodes, one is the equivalent node of the other, that is:
A ≡ B, here ≡ is symbol of equivalence.

Some pessimistic trustors can sometimes believe that
two nodes are equivalent only if the value of similarity is
higher than 0.9, while the optimistic ones may assume the
threshold value is 0.6. That is to say, the threshold value is
vague and different between various trust
decision-makers (trustors). We define the equivalence of
two trust nodes as such: if two nodes are equivalent, then
the value of equivalence is one, otherwise zero, that is:

EAB =

{
1, A ≡ B
0, otherwise (10)

Definition 4 (the matrix of equivalence) we use the
matrix of equivalence EN to describe its similarities
between all nodes,

EN =

 E11 . . . E1n
...

. . .
...

Em1 · · · Emn

 (11)

Here Ei j is the equivalence of trust nodes i and j, whose
value is decided by Equation (10). Obviously, Ei j = 1 (i =
j), and Ei j = E ji. Then Equation (11) is modified as:

EN =

 1 . . . E1n
...

. . .
...

Em1 · · · Emn

 (12)

Similarly, if EN is a square matrix (m = n), it is a
symmetric matrix, then we can only consider the left or
right lower triangular equivalent form.

Generally, if the matrix of similarity is given, then we
can derive the matrix of equivalence by fuzzy inferring
methods, surely the results can be influenced greatly by
selecting different membership functions.

3. An Example

For another example as Fig. 3 shows, there are two trust
nodes A and B denoted by (for simplicity, we assume there
are only ten kinds of influence factors) in the trust network
shown as Fig. 3.

A = [0.6,0.4,0.7,0.7,0.2,0.8,0.9,0.6,0.5,0.7]

B = [0.3,0.4,0.6,0.5,0.9,0.4,0.7,0.8,0.2,0.8]

First we can get |A| |B| ≈ 2.02∗1.91 = 3.8582, the dot
product is:

SAB = A′ •B′ =
3.38

3.8582
≈ 0.8761

Similarly, if there are four trust nodes in a trust network
and the other values of similarity are respectively given as
Fig. 3, then the matrix of similarity SN is:

SN =

 SAA SAB SAC SAD
SBA SBB SBC SBD
SCA SCB SCC SCD
SDA SDB SDC SDD


=

 1 0.8761 SAC SAD
SBA 1 SBC SBD
SCA SCB 1 SCD
SDA SDB SDC 1



=

 1 0.8761 0.8873 0.7896
0.8761 1 0.2453 0.6543
0.8873 0.2453 1 0.9235
0.7896 0.6543 0.9235 1


If we set the threshold value of equivalence is 0.8,

namely, our fuzzy inferring rule is: if the value of
similarity is equal to or higher than 0.8, then such two
nodes are equivalent. Thus, we can get the matrix of
equivalence EN as follows:

EN =

EAA EAB EAC EAD
EBA EBB EBC EBD
ECA ECB ECC ECD
EDA EDB EDC EDD

=

1 1 1 0
1 1 0 0
1 0 1 1
0 0 1 1


Obviously, we can see that all nodes are equivalent,

and then such a trust network can be looked as a super-
node.

Considering the fact that there is different personal
preference between various trustors in different
circumstances, it depends on personal preference in a
specific case that whether such two nodes be clustered
into a collective (super-node) or not.

4. TPS DR: Optimal Trust Path Selection
Algorithm

We design our algorithm on condition that the following
proposition is true, which is about the judgment of
equivalent node.

Proposition 1 (judgment of equivalence) If two
nodes are equivalent, then their previous nodes and next
nodes are equivalent respectively, and vice versa. Note
that similarity is directed while equivalence is undirected,
and we adopt trust node-pair graph method to judge the
equivalence just like using state-pair graph in timed
circuit.

Our algorithm studies from the related principle in
digital logics, which is used to delete the extra states in
states graph. The algorithm can be described as follows.
Step 1 Define related variables.

Related variables include: vector representation of
trust relationship-Ti j, similarity degree/matrix (Si j/SN),
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Figure 3 an example of trust network with four nodes

equivalence degree/matrix (Ei j/EN]), and threshold value
of similarity (ToS), Complex Trust Network
representation (CTN).
Step 2 Initialize and assign for equivalence matrix.

a) Set a threshold value of similarity, ToS, any two
nodes with greater value than which are regarded as
equivalence, otherwise is inequivalent.

b) If two nodes are equivalent, Ei j=1; otherwise Ei j=0.
Step 3 Judgment for equivalent nodes.

Here we exercise trust node-pair graph method.
Considering the scale is often too large, we will divide the
CTN into a fit number of sub-networks. The detailed
flows are:

a) Construct part trust node-pair from the similarity
matrix, since the scale is large enough;

b) For each given node-pair till all node-pairs are
contained, considering the equivalence for all previous
nodes and next nodes, if yes, then we can make sure they
are equivalent, otherwise turn to d);

c) Identify the equivalent node-pairs, based on which
we modify the equivalence matrix EN and renew it in the
related context.

d) Checking whether there are new equivalent node-
pair, if yes, turn to b);

e) If no, stop.
Step 4 Reducing method for CTN.

For all equivalent nodes, all but one should be deleted.
The previous and next nodes for the deleted nodes can be
forwarded to their equivalent node still alive in CTN. In
this way, we have finished simplifying the CTN, which is
especially meaningful for large scale CTN, hence
contributes much for our TPS problem.
Step 5 Trust Path Selection process.

This process is out of our discussion scope in this
stage, we will consider it in more detail in the near future.

a) Use k nearest neighbor algorithm, k-NN.

b) Compute the absolute value of trust vector Ti j, called
utility function, which is different from that of others in
that we will not consider the detailed designation of this
function but just give a universal vector representation.

c) Search the path forwardly, till we have found the
target node-trustee, or when we have arrived at the seventh
search.

This process is about trust path selection, which is our
future goal after giving the simplified trust network. Our
algorithm is based on the small world theory, that is, there
is a maximum step-number between the source and the
target, the number is six. Therefore we will stop our
search process at the seventh step.

5. Conclusions and future work

In this paper, we addressed the TPS problem for sink
node in complex sensor network, which is a
Multi-Constrained Optimal Path (MCOP) selection
problem, hence a NP-complete problem. Comparing with
other work, our work will not consider the detailed trust
computing method but regard the trust relationship of
each sensor node as a trust vector, which makes it
universal in trust metrics. To solve TPS problem, our
work aims at reducing the scale of the complex sensor
network, which is transferred to the treatment with its
complex trust network. As for the properties of software
systems, trustworthiness is critical [16], so our near future
tasks is to reduce the scale of trust network to get the
complete solution for TPS problem.

Our more future work includes adopting fuzzy
reasoning to map the similarity matrix into equivalence
matrix, applying various utility functions to verify the
advantage of our algorithm. Even more importantly, more
examples should be taken to exemplify the usage of our
algorithm and experiments should be made to compare
the other work.
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