Fuzzy Ontology for Distributed Document Clustering based on Genetic Algorithm
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Abstract: The availability of large quantity of text documents from the World Wide Web and business document management systems has made the dynamic separation of texts into new categories as a very important task for every business intelligence systems. But, present text clustering algorithms still suffer from problems of practical applicability. Recent studies have shown that, in order to improve the performance of document clustering, ontologies are useful. Ontology is nothing but the conceptualization of a domain into an individual identifiable format, but machine-readable format containing entities, attributes, relationships and axioms. By analyzing all types of techniques for document clustering, a clustering technique depending on Genetic Algorithm (GA) is determined to be better as GA is a global convergence technique and has the ability of determining the most suitable cluster centers without difficulties. In this paper, a new document clustering scheme with fuzzy ontology based genetic clustering is proposed. The experimental results reveal that the proposed approach increases the accuracy to a large extent and the clustering time is also highly reduced.
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1 Introduction

Clustering of document is very important for the purpose of document organization, summarization, topic extraction and information retrieval in an efficient way. Initially, clustering is applied for enhancing the precision or recall in the information retrieval techniques [19, 20]. In recent times, clustering technique is applicable in the areas which involves browsing a gathered data or in categorizing the outcome provided by the search engine for the reply to the query provided by the user. Document clustering can also be applicable in producing the hierarchical grouping of document. In order to search and retrieve the information efficiently in Document Management Systems (DMSs), the metadata set should be created for the documents with enough details. But, only one metadata set is not enough for the whole DMS. This is because the various document types need various attributes for distinguishing appropriately. So a novel approach is necessary for distinguishing the documents properly.

Presently, the effectiveness of ontology in document clustering scheme [21] has been realized as this technique is supposed to improve the accuracy of clustering. Whereas the role-played by ontologies [16], provides a position of legitimacy, research in this field leads to superior importance in the arising of different disputes featured in the modern digital situation. With the intention of providing solution to the various drawbacks related with present search techniques, ontologies are widely implemented for creating the capable document clustering techniques [22, 23]. The example of research concern in the field of ontology is the Google which is a search engine for semantic web documents, terms and data found on the internet [24, 26, 28]. For retrieving information from the complex characteristic of the digital information available in digital libraries, ontologies can be successfully used for producing efficient information retrieval system.

In this paper, ontologies are introduced as a modeling technology for structured metadata definition within document clustering system. With the obtained metadata the clustering is processed using the Genetic Algorithms (GAs). GA is search technique that is based on natural genetic and selection merging the idea of survival of the fittest with a structured interchanges. These techniques
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involves the conservation of the attributes of the finest exponents of a generation in the next generation; additionally introducing the variations in the new generation composition with the help of crossing over and mutation function. This GA method attempts to resolve the technique for distributing N object in M clusters based on the minimization of several optimization measure additives over the clusters. Once the optimization measure is selected, the clustering difficulty is to offer an efficient technique for searching the space of the every potential categorization and to determine one on which the optimization function is minimized. The difficulty is to categorize a group of data [33]. These data form clusters of points in n-dimensional space. These clusters form groups of similar samples. Usually the methods will use an optimization measures such as decreasing the distance additions of every sample to the clusters centre, which can be taken as the gravitation of a cluster. This indicates a unique point X which better characterize every point from this cluster. This optimization measures was used in this work and the minimization process is performed by GA. GA [14] is a famous technique to deal with complex search problems by implementing an evolutionary stochastic search because GA can be very effectively applied to various challenging optimization problems. The NP-hard nature of the clustering technique makes GA a natural choice for solving it [25, 29, 30, 31]. A common objective function in these implementations is to decrease the square error. This paper clearly presents the ontology based document clustering methodology with GA [17]. The remaining of this paper is organized as follows. Section 2 discusses the related works on ontology generation and GA based clustering. Section 3 describes the motivation of the work. Section 4 describes complete methodology of the proposed clustering method. Section 5 discusses experiment results of the proposed clustering technique. Section 6 concludes the paper with some discussion.

2 Related Works

Lena Tenenboim et al. [1] proposed a novel technique on ontology based classification. They have discussed on classification of news items in ePaper, a prototype system of a future personalized newspaper service on a mobile reading device. The ePaper system comprises news items from different news suppliers and distributes to each subscribed user a personalized electronic newspaper,

making use of content-based and collaborative filtering techniques. The ePaper can also offer users standard version of chosen newspapers, besides the browsing abilities in the warehouse of news items. This deliberates on the automatic categorization of incoming news with the help of hierarchical news ontology. Based on this clustering technique on one hand, and on the users’ profiles on the other hand, the personalization engine of the system is able to afford a personalized paper to every user onto the mobile reading device.

By considering the difficulty that classical Euclidean distance metric cannot create an suitable separation for data lying in a manifold, a GA based clustering method with the help of geodesic distance measure is proposed by Gang Li et al. [2]. In the proposed method, a prototype-based genetic illustration is used, where every chromosome is a sequence of positive integer numbers that indicate the k-medoids. In addition, a geodesic distance based proximity measures is applied to find out the similarity between data points. Simulation results on eight standard synthetic datasets with dissimilar manifold structure illustrate the effectiveness of the algorithm as a clustering technique. Evaluating with generic k-means method for the function of clustering, the proposed technique has the potential to distinguish complicated non-convex clusters and its clustering performance is obviously better than that of the K-means method for complex manifold structures.

Casillas et al., [3] put forth a novel concept on document clustering using GA. They have present a GA that deals with document clustering that computes an approximation of the optimum 'K' value, and resolves the best clustering of the documents into 'K' clusters. They have experimented the proposed technique with sets of documents that are the output of a query in a search engine. The simulation results show that the proposed GA attain better values of the fitness function than the well known Calinski and Harabasz stopping rule and performs in only lesser time.

Andreas et al., [4] discussed on the clustering technique for text data. Text clustering usually involves clustering in a high dimensional space that appears complex with considered to virtually all practical settings. Additionally, provided a scrupulous clustering outcome it is normally very tough to come up with a good clarification of why the text clusters have been created the way they are. In this paper, a novel technique is presented for applying background information during preprocessing for improving the clustering outcome and permit for selection between outcomes. They have preprocesses the input data supplied to ontology-based heuristics for feature selection and feature aggregation. Therefore, various choices for text illustrations are constructed. Based on these illustrations, they have calculate the multiple clustering outcomes using K-means. The achieved results by compared favorably with a sophisticated baseline preprocessing strategy.

A Wordsets based document clustering algorithm for large datasets was proposed by Sharma et al., [5]. Document clustering is a significant tool for applications like search engines and document browsers. It facilitates the user to comprise a better overall observation of the data contained in the documents. The available techniques of document clustering, however, do not actually consider the special difficulties of text document clustering: very high dimensionality of the document, very large size of...
the datasets and understandability of the cluster explanation. Also there is a strong requirement for hierarchical document clustering [15] where clustered documents can be browsed based on the increasing specificity of topics. Frequent Itemset Hierarchical Clustering (FIHCl) is a novel data mining technique for hierarchical grouping of text documents. The technique does not provide consistent clustering results when the number of frequent sets of terms is large. In this paper they have proposed WDC (Wordsets-based Clustering), an efficient clustering technique based closed words sets. WDC makes use of hierarchical technique to cluster text documents having common words.

Cao et al., [6] provided fuzzy named entity-based document clustering. Conventional keyword-based document clustering methods have restrictions because of simple treatment of words and rigid partition of clusters. In this paper, they have introduces named entities as objectives into fuzzy document clustering, which are the important elements defining document semantics and in many cases are of user concerns. Initially, the conventional keyword-based vector space representation is adapted with vectors defined over spaces of entity names, types, name-type pairs, and identifiers, alternative of keywords. Next, hierarchical fuzzy document clustering can be applied using a similarity measure of the vectors indicating documents.

Zhang et al., [7] gives clustering aggregation based on GA for documents clustering. In this paper, a technique based on GA for clustering aggregation difficulty, named as GeneticCA, is provided to approximate the clustering performance of a clustering division, clustering precision is defined and features of clustering precision are considered. In the evaluation concerning clustering performances of GeneticCA for document clustering, hamming neural network is applied to make clustering partitions with fluctuant and weak clustering performances.

Web document clustering using document index graph is put forth by Momin et al., [8]. Document clustering methods generally based on single term examination of document data set. To attain more precise document clustering, more informative feature like phrases are essential in this scenario. Therefore first part of the paper provides phrase-based model, Document Index Graph (DIG) that permits incremental phrase-based encoding of documents and capable phrase matching. It stress on efficiency of phrase-based similarity measure over conventional single term based similarities. In the second part, a Document Index Graph based Clustering (DIGBC) algorithm is provided to improve the DIG model for incremental and soft clustering. This technique incrementally clusters documents based on presented cluster-document similarity measure. It permits assignment of a document to more than single cluster.

Muflikhah et al., [9] proposed a document clustering technique using concept space and cosine similarity measurement. This paper aims to incorporate the information retrieval technique and document clustering technique as concept space approach. The technique is known as Latent Semantic Index (LSI) approach which used Singular Vector Decomposition (SVD) or Principle Component Analysis (PCA). The intention of this technique is to decrease the matrix dimension by identifying the pattern in document collection with refers to simultaneous of the terms. Every technique is employed to weight of term-document in vector space model (VSM) for document clustering with the help of fuzzy c-means technique. In addition to the reduction of term-document matrix, this research also utilizes the cosine similarity measurement as alternative of Euclidean distance to engage in fuzzy c-means.

Affinity-based similarity measure for Web document clustering is presented by Shyu et al., [10]. In this paper, the concept of document clustering is extended into Web document clustering by establishing the approach of affinity based similarity measure, which makes use of the user access patterns in finding the similarities among Web documents through a probabilistic model. Various experiments are conducted for evaluation with the help of real data set and the experimental results illustrated that the presented similarity measure outperforms the cosine coefficient and the Euclidean distance technique under various document clustering techniques.

ELdesoky et al., [11] given a novel similarity measure for document clustering based on topic phrases. In the conventional vector space model (VSM) researchers have used the unique word that is contained in the document set as the candidate feature. Currently a latest trend which uses the phrase to be a more informative feature has considered; the issue that contributes in enhancing the document clustering accuracy and effectiveness. This paper presented a new technique for evaluating the similarity measure of the traditional VSM by considering the topic phrases of the document as the comprising terms for the VSM instead of the conventional term and applying the new technique to the Buckshot technique, which is a combination of the Hierarchical Agglomerative Clustering (HAC) technique and the K-means clustering method. Such a method may increase the effectiveness of the clustering by incrementing the evaluation metrics values.

Nanas et al., [34] Introduce a document evaluation function that allows the use of the concept hierarchy as a user profile for Information Filtering. Zitao et al., [36] proposed a feature selection method for document clustering based on part-of-speech and word co-occurrence. Wang et al., [37] presents a document clustering algorithm based on Nonnegative Matrix Factorization (NMF) and Support Vector Data Description (SVDD). Fuzzy clustering of text documents using Naive Bayesian Concept is provided by Roy et al., [38]. Web document clustering based on Global-Best Harmony Search, K-means, Frequent Term Sets and Bayesian Information Criterion is suggested by Cobos et al., [39].

© 2013 NSP
Natural Sciences Publishing Cor.
A document clustering method based on hierarchical algorithm with model clustering is presented by Haojun et al., [12]. This paper involved in analyzing and making use of cluster overlapping technique to design cluster merging criterion. In this paper, they have presented a new method to calculate the overlap rate for improving time efficiency and the veracity. The technique is uses a line to pass across the two cluster’s center as an alternative of the ridge curve. Depends on the hierarchical clustering technique, the expectation-maximization (EM) method is used in the Gaussian mixture model to count the parameters and formulate the two sub-clusters combined when their overlying is the biggest.

Document clustering with the help of fuzzy c-mean algorithm is proposed by Thaung et al., [13]. Most traditional clustering technique allocate each data to exactly single cluster, therefore creating a crisp separation of the provided data, but fuzzy clustering permits for degrees of membership, to which a data fit various clusters. In this paper, documents are partitioned with the help of fuzzy c-means (FCM) clustering technique. Fuzzy c-means clustering is one of famous unsupervised clustering methods. But fuzzy c-means method needs the user to mention the number of clusters and different values of clusters corresponds to different fuzzy partitions earlier itself. So the validation of clustering result is required. PBM index and F-measure are helpful in validating the cluster.

3 Motivation

The major drawbacks of the existing text clustering techniques:

- Text clustering generally involves clustering in a high dimensional space, which is very difficult with regard to virtually all practical settings.
- Text clustering is often treated as an objective method, which offers one clearly defined result, which needs to be “optimal” in some way.
- Text clustering is often ineffective, unless it is integrated with a clarification of why particular texts were categorized into a particular cluster.

It can be clearly observed that the existing techniques discussed earlier do not produce better accuracy. The time taken for the active clustering algorithms is more when the large databases are considered for clustering. Also in case of determining the initial clusters, the different clusters will be resulted for same dataset.

The early research shows that the usage of GA will provide better classification accuracy when compared to the other method. The usage of GA will increase the accuracy of classification for large database.

The major advantages of the GA are

- GA belongs to search techniques which could automatically exploit the optimal solution for objective or fitness function of an optimization problem.
- GA is the best-known evolutionary techniques.
- GA provides global optimal solution.
- GAs are powerful approaches to solving optimization problems.

But the convergence time for the usage for GA is more and also the number iterations required for GA is more when compared to other techniques. The usage of fuzzy ontology [27] will provide better classification of large vague database. Thus, the fuzzy ontology can be initially applied to the database to reduce the convergence time and number of iterations before using GA. This motivated the usage of fuzzy ontology and GA for clustering. Hence, in this paper fuzzy ontology is combined with the GA to yield the better classification accuracy for large databases.

4 Methodology

This section discusses about the methodologies implemented in the proposed technique. Initially, Ontology Generation using Fuzzy Logic (OGFL) framework is implemented to the database containing large amount of documents. The distributed architecture is used for this approach [41,42]. OGFL technique will generate the ontology for the given database. With this ontology, the next step is application of GA. This GA is used for clustering the documents in the database with the help of ontology generated by OGFL technique. The combination of OGFL and GA helps increasing the accuracy of clustering.

4.1 Ontology Generation Using Fuzzy Logic (OGFL)

The OGFL framework consists of the following components which are shown in figure 1:

- Fuzzy Concept Analysis using Fuzzy Set (FCAFS) [18]
- Conceptual clustering using fuzzy logic
- Fuzzy ontology creation.

Fuzzy Formal Concept Analysis: This process considers the database which contains ambiguity data and produces fuzzy formal concepts from it. Additionally, fuzzy formal concepts are created from the fuzzy formal context and categorize the generated concepts as a fuzzy concept lattice. Fuzzy conceptual clustering algorithm is shown in Figure 2.

Fuzzy Conceptual Clustering: This process generates conceptual clusters by clustering the fuzzy concept lattice. With the help of fuzzy logic and depending on fuzzy information integrated into the lattice, the clustering process is carried on. The algorithm for Fuzzy
Conceptual Clustering is represented in figure 2. This algorithm generates conceptual clusters from a concept \( C_S \) which is called the starting concept on a fuzzy concept lattice \( F(K) \). The concepts are separated into different clusters based on the similarity threshold \( T_S \). To generate all conceptual clusters of \( F(K) \), \( C_S \) is selected as the supremum of \( F(K) \), or \( C_S = \text{sup}(F(K)) \).

Hierarchical Relation Generation: This process produces the concept hierarchy by generating the hierarchical relations among conceptual clusters. The detailed explanation for these components can be seen in [35].

4.2 Fuzzy ontology creation

In this step fuzzy ontology is generated from the fuzzy context with the help of concept hierarchy produced by fuzzy conceptual clustering. As both FCAFS [32] and ontology support formal definitions of concepts, this approach is carried out. Figure 3 shows the fuzzy ontology generation process.

Fuzzy ontology is created in this step from the fuzzy context with the help of concept hierarchy produced by fuzzy conceptual clustering. This is performed based on the fact that both FCA and ontology maintain the formal definitions of concepts.

Conversely, a concept defined in FCAFS constitutes both extensional and intensional data, whereas a concept in ontology just emphasizes on its intensional characteristics. For generating the fuzzy ontology, it is required to convert both extensional and intensional data of FCAFS concepts into the equivalent classes and relations of the ontology.

Class Mapping: In this process, the extent and intent of the fuzzy context are mapped into the extent and intent classes of the ontology. Human participation is required to name the label for the extent class. Keyword attributes can be represented by appropriate names and it is used to label the intent class names also.

Taxonomy Relation Generation: With the help of concept hierarchy, this phase produces the intent class of the ontology as a hierarchy of classes. The step can be regarded as an isomorphic mapping from the concept hierarchy into taxonomy classes of the ontology. Consider an illustration that the class Research Area can be developed into a hierarchy of classes, in which every class represents a research area, associated with the concept hierarchy.

Non-taxonomy Relation Generation: In this step, the similarity among the extent class and intent classes are generated. This is a very simple task to perform. Still, the labeling of non-taxonomy relation is necessary to perform.

Instances Generation: In this process, instances for the extent class are generated. Each instance indicates to an object in the initial fuzzy context. Depends on the data existing on the fuzzy concept hierarchy, instances

---

**Fig. 1:** The approach for automatic generation of concept hierarchy

**Algorithm:** Conceptual Cluster Generation

**Input:** Starting concept \( C_S \) of concept lattice \( F(K) \) and a similarity threshold \( T_S \)

**Output:** A set of generated conceptual clusters \( S_c \)

**Process:**

1. \( S_c = \emptyset \)
2. \( F(K) \leftarrow \text{An empty concept lattice} \)
3. Add \( C_S \) to \( F(K) \)
4. for each subconcept \( C' \) of \( C_S \) in \( F(K) \) do
5. \( F'(C') \leftarrow \text{Conceptual Cluster Generation}(C, F(K), \{C_S\}) \)
6. if \( E(C_S, C') > T_S \) then
7. \( S_c \leftarrow S_c \cup \{C'\} \)
8. else
9. insert \( F'(C') \) to \( F(K) \) with sup \( F(K) \) as a subconcept of \( C_S \)
10. end if
11. end for
12. \( S_c \leftarrow S_c \cup \{F(K)\} \)

**Fig. 2:** The fuzzy conceptual clustering algorithm.
attributes are automatically furnished with suitable values. For examples, each instance of the class Document that is related to an actual document will be associated with the appropriate research areas.

After the ontology is generated, GA is used to cluster the documents. The usage of ontology helps in determining the best classification for clustering using GA.

4.3 Design of clustering algorithm using Genetic Algorithm

When considering that the number of category is k, this paper uses GA [40] to find the better cluster center. The steps involved in this algorithm are given below:

Step 1: Encoding: Adopting floating-point code. Individual data is indicated by the matrix

$$A = (a_1, a_2, \ldots, a_k)^T \subset \mathbb{R}^{k \times m}$$

that contains k cluster centers. Each component $a_i$ presents a cluster center and with the help of floating point number, every element of $a_i$ is encoded.

Step 2: Group initialization: Assuming the amount of initialized group is $M$, matrix collection

$$X = (A_1, A_2, \ldots, A_M)$$

indicates the group collection. Elements of each matrix are collection of $k \times m$ random real numbers in the range of 0 to 1.

Step 3: Design of fitness function: At the start all component of each individual is considered as the cluster center, and then the relation among all documents and cluster centers are calculated. Then, depends on the minimum distance principle, the documents are grouped into most similar categories. Thus, all clusters are created. At last, the sum of mean square deviation of all intra class distance is determined. Depends on the design of objective function, the individual fitness function is defined as:

$$f = \frac{1}{1 + E}$$ (1)

Where $E$ is the Clustering objective function:

$$E = \sum_{j=1}^{k} \sum_{i \in c_j} (x_i - x_j)^2 / n_j$$ (2)

Where $x_j$ denotes the center of cluster $c_j$, $n_j$ is the amount of documents in cluster $c_j$. The individual fitness is effective if the value of $E$ is small. Moreover, for the effective clustering, the value of $E$ should be very small.

Step 4: Selection: This step is to pick up several fine individuals from the present group and find out which individual can enter the next generation. The grouping of choiceness and sorting technique is implemented here. Initially, the individuals are size down in terms of fitness function and the first $h$ individuals enter the next generation directly. Next the fitness of the remaining individuals in sequential order is calculated by the following equation:

$$P(C) = [b + (a - b) \frac{(M - \text{Rank}(C))}{M - h - 1}]/(M - h)$$ (3)

Where $M$ is the group size, $\text{Rank}(C)$ is the serial number following the sorting of individual, and $\text{Rank}(C) \in \{h + 1, h + 2, \ldots, M\}$, $a + b = 2$ and $a \in \{1, 5, 2\}$. By stochastic universal sampling, $M - h$ individuals are chosen, cross and mutate them, and then create $M - h$ new individuals. Therefore, it is easier to maintain the best individuals and alter the worst ones, thus enhancing individual’s capacity of fitness and guaranteeing a certain selection pressure.

Step 5: Crossover: Randomly take two individuals, cross them and create a symmetrical and random number $r$ between 0 and 1. If $r < p_c$, carry out the crossover, and produces new individuals $A'$ and $B'$ by the following equation:

$$A' = rA + (1 - r)B$$ (4)

$$B' = rA + (1 - r)B$$ (5)

Step 6: Mutation: In this step, generate a random number $r$ between 0 and 1, if $r < p_m$, carry out the mutation. The nonsymmetrical mutation algorithm is implemented. For an individual $A$, if $a_i$ is selected to be mutated, the equivalent component of $a_i$ is changed as follows:

$$a_i = \begin{cases} a_i + \Delta(t, a_i^{\text{max}} - a_i) & \text{rand}(0, 1) = 0 \\ a_i - \Delta(t, a_i - a_i^{\text{min}}) & \text{rand}(0, 1) = 1 \end{cases}$$ (6)

$$j = 1, 2 \ldots m$$

Where, $\Delta(t, y) = yr(1 - \frac{t}{T})^b$, $a_i^{\text{max}}$ and $a_i^{\text{min}}$ are the maximum and the minimum elements in the row vector. $T$ is the maximum iteration times and $t$ is the current one. Usually $b = 2$, and it determines the non-symmetrical system parameter. $\Delta(t, y) \in [0, y]$, so the probability that $\Delta(t, y)$ is equal to 0 roughly increases with the growth of $t$. Such a characteristic facilitates the algorithm to search the global situation equably at the beginning and become convergence in the local.

Step 7: Termination: If the average error of the fitness function of individuals between the new generation and the previous one is less than the given error parameter $\epsilon$ or if the iteration time has reached the maximum $T$, algorithm will terminate, or else go to step 4.

5 Experimental Results

The text documents collected from the IEEE web site are used for experimentation. Data mining domain related
The journal collection is downloaded from the web. The journal abstract page is designed using HTML. The HTML pages are downloaded and transformed into text data. The text document conversion is performed by eliminating the HTML tag elements from the web documents. The text contents are maintained in separate text files. The list of journals from IEEE considered here are Biomedical Engineering, Circuits and Systems, Communications and Computer Graphics and Application. MATLAB is used for evaluating the proposed clustering technique. The platform used for this simulation is Windows XP. The processor used is Pentium IV. The experimentation needs a system RAM of 1 GB.

The most efficient clustering approaches among the existing techniques are the fuzzy C-means and the clustering based on GA. The Fuzzy C-means clustering, clustering based on GA and the proposed fuzzy ontology clustering technique is applied for the considered data set. The relevance factor is considered for different journals. When Biomedical Engineering journal is considered, many journals are with related topics and hence Fuzzy C-Means algorithm misclassifies the journals. When Circuits and Systems and Communication journals are considered, some of the journals are related to the communication purpose and thus existing techniques classify wrongly. So the proposed fuzzy ontology with GA method is implemented to it with better classification accuracy. This is clearly indicated in the Table 1 and figure 4. The same case is for Computer Graphics and Application journal and is showed clearly in Table 1 and 4.

Table 1 shows comparison of the accuracy of clustering classification for the proposed fuzzy ontology with GA method with the existing methods. From the Table 1, it can be observed that for IEEE Biomedical Engineering journal, the accuracy of clustering classification using Fuzzy C-Means algorithm is 91.6 %, for GA is 95.2 % and finally for the proposed fuzzy ontology with GA method, the classification accuracy is higher i.e. 97.2 %. When the Circuits and Systems journal is considered, better accuracy i.e. 98.3 % is achieved by the proposed fuzzy ontology with GA technique, whereas, the accuracy using Fuzzy C-Means algorithm is 89.3 % and the accuracy using GA is 96.7 %. When other journal such as Communications and Computer Graphics and Application is considered, better accuracy is achieved using the proposed fuzzy ontology with GA technique i.e. 98.3 % and 98.8 % respectively.

Figure 4 indicates the accuracy comparison of the proposed fuzzy ontology with GA technique with Fuzzy
C-Means and the GA. For different IEEE journals such as Biomedical Engineering, Circuits and Systems, Communications and Computer Graphics and Application are considered in the graphical comparison. It can be clearly observed from the graph that the proposed technique produces better accuracy than the existing techniques.

Then the clustering objective function is considered for experimentation. Clustering objective function is defined as:

\[ E = \sum_{j=1}^{k} \sum_{i \in c_j} (x_i - x_j)^2 / n_j \]  

(7)

Where \( x_j \) indicates the center of cluster \( c_j \), \( n_j \) indicates the amount of documents in cluster \( c_j \). The clustering will be better when the value of objective function \( E \) is smaller.

The objective function value obtained for clustering the different IEEE journal using the proposed fuzzy ontology with GA clustering technique and existing clustering techniques is shown in Table 2. When considering the Biomedical Engineering journal, the objective function obtained by using the proposed fuzzy ontology with GA technique is 10.66 which is lesser than the objective function obtained by Fuzzy C-Means clustering and GA i.e. 10.9 and 10.79 respectively. This clearly indicates that the proposed fuzzy ontology with GA technique results in better clustering when compared to existing clustering techniques. When Circuits and Systems journal is considered, the objective function for existing methods are 11.15 and 11.01, whereas, for the proposed fuzzy ontology with GA clustering technique the objective function is 10.98 which are much lesser than conventional methods. The objective function obtained for the Communications and Computer Graphics and Application journal using the proposed fuzzy ontology with GA technique is 9.8 and 9.7 respectively that are lesser when compared to the usage of Fuzzy C-Means and GA techniques i.e. 10.24 and 10.11, 9.98 and 9.76 respectively for Communications and Computer Graphics and Application journal. From these data, it can be clearly seen that the proposed fuzzy ontology with GA technique will produce better clusters when compared to the existing techniques.

The performance of the proposed fuzzy ontology with GA and existing techniques in terms of comparison with their objective function is shown in figure 5. It can be clearly observed that the proposed fuzzy ontology with GA clustering technique results in lesser objective function for the considered IEEE journals when compared to the existing techniques. This clearly indicates that the proposed fuzzy ontology with GA clustering technique will produce better clusters for the large database when compared to the conventional techniques.

The convergence behavior of the proposed clustering algorithm and the existing algorithms (Fuzzy C-Means and GA) with the number of iterations are shown in figure 6. By using the proposed technique, the average value of objective function decreases from 13.65 to 10 suddenly only in 20 iterations. After sharp decrease, the average value of objective function becomes steady and converges only in 20 iterations. This is clearly shown in figure 5. But the number of iterations taken by the Fuzzy C-Means algorithm and GA for convergence is more when compared to the proposed technique. From figure 6, the average value of objective function decreases from 14.4 to 11.1 only in 80 iterations for using Fuzzy C-Means algorithm i.e. the number of iterations required for convergence is 80 iterations. Also, by the usage of GA, the average value of objective function decreases from 14.1 to 13.8 in 60 iterations i.e. the number of iterations required for convergence is 60 iterations. From these observations, it can be said that the proposed technique converge in lesser iterations when compared to the Fuzzy C-Means and GA. This shows that the time taken for clustering by the proposed technique is lesser when compared to the conventional techniques.

6 Conclusions and future enhancement

In this paper, Ontology based document clustering using GA is proposed. Initially, the fuzzy ontologies are generated for the available vague documents. Then with the help of those generated ontology, the clustering of documents are carried with the help of GA. This paper utilized a document clustering algorithm based on GA to search the best cluster center in the global situation. OGFL consists of the following process: Fuzzy Formal Concept Analysis, fuzzy conceptual clustering and fuzzy ontology creation. For experimentation on the proposed technique, documents are collected form the IEEE web site. The IEEE journals considered for experimentation are Biomedical Engineering, Circuits and Systems, Communications and Computer Graphics and Application. From the experimental results, it can be clearly observed that the proposed technique results in better accuracy when compared to the existing techniques such as Fuzzy C-Means and GA. The objective function for the proposed fuzzy ontology with GA method is lesser which indicates that the proposed technique can be able to perform better clustering. Also, the convergence time for the proposed technique is lesser when compared to the conventional techniques. Thus the proposed approach which uses fuzzy ontology with GA effectively classifies the documents in large databases. Moreover, even when the size of the database increases the performance of the proposed approach is effective thus scalability of the approach is efficient as it provides optimal solution. The problem that still occur in this clustering and also in the real world is how to determine exactly how many concepts actually presents in document collection. The problems included are a) for realistic instances hundreds of unique keywords are resulted, so each individual is a vector of several hundreds real numbers. And it is known
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Table 1: Accuracy of Classification

<table>
<thead>
<tr>
<th>Clustering Method</th>
<th>Biomedical Engineering</th>
<th>Circuits and Systems</th>
<th>Communications</th>
<th>Computer Graphics and Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy C-Means</td>
<td>91.6%</td>
<td>89.3%</td>
<td>89.4%</td>
<td>90.00%</td>
</tr>
<tr>
<td>GA</td>
<td>95.2%</td>
<td>96.7%</td>
<td>93.6%</td>
<td>96.3%</td>
</tr>
<tr>
<td>Proposed</td>
<td>97.2%</td>
<td>98.3%</td>
<td>98.3%</td>
<td>98.8%</td>
</tr>
</tbody>
</table>

Fig. 4: Accuracy Comparison of the Proposed Technique and Existing Techniques

Table 2: Objective Function for Different Clustering Methods

<table>
<thead>
<tr>
<th>Clustering Method</th>
<th>Biomedical Engineering</th>
<th>Circuits and Systems</th>
<th>Communications</th>
<th>Computer Graphics and Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy C-Means</td>
<td>10.9</td>
<td>11.5</td>
<td>10.24</td>
<td>9.98</td>
</tr>
<tr>
<td>GA</td>
<td>10.70</td>
<td>11.01</td>
<td>10.11</td>
<td>9.76</td>
</tr>
<tr>
<td>Proposed</td>
<td>10.66</td>
<td>10.98</td>
<td>9.8</td>
<td>9.7</td>
</tr>
</tbody>
</table>

Fig. 5: Objective Function Comparison for the Proposed Technique and Existing Technique
that the size of an individual needed for GA to evolve satisfactory solutions grows exponentially with the length of the representation. So, it searches a way to reduce the dimension of clustering space so that the algorithm can be applied to large dataset. b) A constraint is given that the longest continuous common subsequence shorter than 4, maybe it is better fit for Chinese characters rather than for other languages. Future study to solve this problem by using statistical method applied to find the optimal cluster number might be the answer of this problem. Furthermore, comparative study with other reduction dimension method need to be done.
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