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Abstract: In making estimates for small areas with adequate level of precision, it is often necessary to use “indirect estimators” that “borrow strength” by using the values of the variable of interest from related areas, comparatively bigger in size and/or time periods and thus, by increasing the effective sample size. If a reliable direct estimator for a large area, covering several small areas, is used to derive an indirect estimator for a small area, then such an estimator is called a “synthetic estimator”. The synthetic estimators as compared to other methods of estimation, are largely used in small area estimation problems due to its simplicity and applicability to general sampling design and potential to increase accuracy in estimation. This paper is devoted to the development of a class of synthetic estimators for population mean of small area which exhibits some nice properties and includes some well-known synthetic estimators. The class utilizes information on an auxiliary characteristic. It has been demonstrated with the help of empirical data that the suggested class performs better than other synthetic estimators of similar kind.
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1 Introduction

While surveys are normally planned with specific need of population parameters, sometimes interest also lies in parts of the population known as “subpopulations” or “domains” of interest. In case such domains get sufficient representation of sampled units in the main sample, the domain parameters may be estimated satisfactorily through direct estimators, but generally subpopulations are too small to provide reliable direct estimates. Thus, a domain is regarded as small if the domain-specific sample is not large enough to support direct estimates of adequate precision (Rao, [8]).

The topic of Small Area Estimation (SAE) refers to reliable estimation of parameters of small domains with greater precision using indirect estimators which might be based upon data from other domains and/or data already collected through large scale surveys. In the theory of small area estimation, such indirect estimators are termed as “Synthetic Estimators” which borrow strength by using values of the variables of interest from related areas, thus, increasing the effective sample size (Holt et al., [3]). Gonzalez[1] described synthetic estimator as : 

“An unbiased estimate is obtained from a sample survey for a large area; when this estimator is used to derive estimates for sub-areas under the assumption that the small areas have the same characteristics as the large area, we identify these estimates as Synthetic Estimates.”

The term “synthetic estimates” was first used by the U.S. National Centre for Health Statistics[4] of the United State when it computed estimates of long ans short term physical disabilities based on the national health interview survey. The synthetic method of estimation is by far one of the most widely used small area estimation methods due to its simple common sense approach. However, it is evident that at some point, as the sample size in a small area increases, a direct estimator becomes more desirable than a synthetic one, but if small domain sample sizes are relatively small, the synthetic estimator perform better than simple direct estimators (Schaible et al., [10]). Gonzalez and waksberg[2] also studied errors of synthetic and direct estimates for standard metropolitan statistical areas and counties of United Staes of America. In the context of SAE, it was shown by Tikkival and Ghiya[15], Tikkival and Pandy[16], Pandey and Tikkival[5], Singh and Seth[12] and others that when an auxiliary variable, closely related with study variable, was used to develop synthetic ratio or regression estimators or general class of synthetic and composite ratio-type estimators, the small area estimators
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outperform the estimators which do not use auxiliary information.

The purpose of the present paper is to suggest an efficient class of synthetic estimators for estimating domain mean, utilizing the information on an auxiliary variable and to discuss its properties. The suggested class includes some well-known synthetic estimators and some ratio and product type estimators which might be useful for SAE. Using some empirical data it has been demonstrated that the proposed class performs better than other similar synthetic estimators.

2 The problem and notations

Let us consider a finite population \( U = \{Y_1, Y_2, ..., Y_N\} \) of size \( N \), where \( Y \) represents the characteristic under study. Let the population be divided into \( A \) non-overlapping small domains \( U_a \) of size \( N_a (a = 1, 2, 3, ..., A) \) for which estimates are required. Let \( X \) be an auxiliary variable for which the information are available in the population. Let a simple random sample of size \( n \) be selected from the population \( U \) such that \( n_a \) units in the sample comes from small domain \( U_a \).

Obviously then we have
\[
\sum_{a=1}^{A} n_a = n \quad \text{and} \quad \sum_{a=1}^{A} N_a = N.
\]

We define the following population and sample values for the characteristics \( X \) and \( Y \): \( \bar{Y}(\bar{X}) \): mean of the variable \( Y(X) \) in the population, \( \bar{Y}_a(\bar{X}_a) \): mean of the variable \( Y(X) \) for the domain \( U_a \), \( \bar{y}(\bar{x}) \): mean of the variable \( Y(X) \) in the sample of size \( n \), \( \bar{y}_a(\bar{x}_a) \): mean of the variable \( Y(X) \) in the sample of size \( n_a \).

Further let \( \bar{x}_a \), \( \bar{y}_a \) be the \( i \)th observation of the domain \( a \).

Let us denote the coefficient of correlation in the population and the domain \( a \) as \( \rho_{XY} \) and \( \rho_{Y_aX_a} \) respectively. Further let
\[
V_{ij} = E \left[ \left( \frac{\bar{y} - \bar{Y}}{Y} \right) \left( \frac{\bar{x} - \bar{X}}{X} \right)^{j} \right]
\]
for \( i, j = 0, 1, 2, .............. \)

3 Generalized class of synthetic estimators

Our aim is here to propose a generalized class of synthetic estimators for estimating \( \bar{Y}_a \) based on auxiliary information \( X \). Let us define the class of estimators as
\[
T_{a, r} = \bar{y} \Psi^* (\alpha, \bar{X}_a, \bar{x}_r)
\]
where \( \Psi^* (\alpha, \bar{X}_a, \bar{x}_r) \) is a function of the parameter \( \alpha \), \( \bar{X}_a \) and \( \bar{x}_r \) such that
\[
\Psi^* (\alpha, \bar{X}_a, \bar{x}_r) = \frac{\eta^* \{ \Phi_1 (\alpha) \}}{\eta^* \{ \Phi_2 (\alpha) \}}
\]
with \( \Phi_1 (\alpha) = \frac{f \Phi}{\lambda + f \Phi + \epsilon}, \Phi_2 (\alpha) = \frac{C \Phi}{\lambda + f \Phi + \epsilon}, f = \frac{n}{N} \), \( \eta^* \{ \Phi_1 (\alpha) \} = \Phi_1 (\alpha) + \{ 1 - \Phi_1 (\alpha) \} \frac{\bar{X}_a}{\bar{x}_r} \); \( i = 1, 2 \), \( \bar{x}_r = r \bar{x} + (1 - r) \bar{X}_a \), \( r = n / (N + n) \).
\[ A = (\alpha - 1)(\alpha - 2), \ B = (\alpha - 1)(\alpha - 4), \ C = (\alpha - 2)(\alpha - 3)(\alpha - 4) ; \ \alpha > 0. \]

**Remark 1.** The class \( T^{a}_{\alpha,r} \) define a one-parameter family of synthetic estimators for the domain 'a', borrowing information of \( \bar{y} \) and \( \bar{x} \), the sample means of the variables Y and X respectively, based on a sample of size \( n \) where \( n > n_{a} \).

**Remark 2.** In fact, the estimator \( T^{a}_{\alpha,r} \) is a synthetic version of an efficient family of factor-type estimator (FTE), proposed by Singh and Shukla[13] and Shukla[11].

**Remark 3.** The estimator \( T^{a}_{\alpha,r} \) is motivated by the estimator \( T_{\alpha,a} \) of Singh and Seth[12]. However since \( 0 \leq r \leq 0.5 \), the two classes are not similar, except when the auxiliary information were not utilized at all, which happens when \( \alpha = 4 \) in both the estimators, for which \( T^{a}_{\alpha,r} \equiv T_{4,a} = \bar{y} \).

### 4 Some particular cases of \( T^{a}_{\alpha,r} \)

It is worth while here to consider some members of the family generated by \( T^{a}_{\alpha,r} \), which are, in fact, synthetic versions of some well-known estimators existing in the literature of survey sampling. Further, in order to show that the two families, \( T^{a}_{\alpha,r} \) and \( T_{\alpha,a} \) are not equivalent, the corresponding members of the family generated by \( T_{\alpha,a} \) are also presented.

(i) Consider \( \alpha = 1 \), then

\[ T^{a}_{1,r} = \bar{y} \left( \frac{\bar{x}_a}{\bar{x}_r} \right) = \bar{y} \left[ \frac{\bar{x}_a}{r\bar{x} + (1-r)\bar{x}_a} \right] \quad (3) \]

whereas

\[ T_{1,a} = \bar{y} \left( \frac{\bar{x}_a}{\bar{x}} \right). \quad (4) \]

Thus, \( T^{a}_{1,r} \equiv T_{1,a} \) only if \( r=0 \), which is not admissible value of \( r \) due to obvious reason.

It is obvious from (3) and (4) that both are ratio-type synthetic estimators. The estimator \( T_{1,a} \) has been considered by Rao[8], Tikkiwal and Ghiya[15] and others.

**Remark 4.** It is remarkable that the estimator \( T^{a}_{1,r} \) is of the form

\[ T^{a}_W = \bar{y} \left[ \frac{\bar{x}}{\lambda \bar{x} + (1-\lambda)\bar{X}} \right] \quad (5) \]

defined by Walsh[17] and Reddy[7]. Therefore, a class of synthetic estimators based upon \( T^{a}_W \) may be considered as follows:

\[ T^{a}_{W,a} = \bar{y} \left[ \frac{\bar{x}_a}{\lambda \bar{x} + (1-\lambda)\bar{x}_a} \right] \quad (6) \]

and if \( \lambda = r \) (a known value), \( T^{a}_{W,a} \) is similar to \( T^{a}_{1,r} \).

(ii) let \( \alpha = 2 \), then we have

\[ T^{a}_{2,r} = \bar{y} \left( \frac{\bar{x}_a}{\bar{x}_a} \right) = \bar{y} \left[ \frac{r\bar{x} + (1-r)\bar{x}_a}{\bar{x}_a} \right] \quad (7) \]

and

\[ T_{2,a} = \bar{y} \left( \frac{\bar{x}}{\bar{x}_a} \right) \quad (8) \]

which are product-type synthetic estimators.

\( T^{a}_{2,r} \) may be considered a synthetic product estimator based on Walsh[17] estimator.

(iii) for \( \alpha = 3 \), we have

\[ T^{a}_{3,r} = \bar{y} \left[ \frac{N\bar{x}_a - n\bar{x}_r}{(N-n)\bar{x}_a} \right] \quad (9) \]

whereas

\[ T_{3,a} = \bar{y} \left[ \frac{N\bar{x}_a - n\bar{x}}{(N-n)\bar{x}_a} \right] \quad (10) \]

Both the members may be considered as synthetic version of dual to ratio estimator proposed by Srivenkataramana[14].
(iv) For $\alpha = 4$, we see that

$$T_{a,r}^4 = T_{a,s} = \bar{y}$$  \hspace{1cm} (11)

which is simple synthetic estimator as discussed under Remark 3, section 3.

The above discussions show that the proposed class of synthetic estimators for SAE includes a number of ratio and/or product synthetic estimators. Thus, a study of properties of $T_{a,r}^{\alpha}$ would be helpful in the study of these estimators.

5 Asymptotic property of $T_{a,r}^{\alpha}$

Since $\alpha$ is a parameter, such that $\alpha > 0$, it may take any value in the range $(0, \infty)$. In the previous section, we located some important members of the family of estimators generated by $T_{a,r}^{\alpha}$ for some specific values of $\alpha$. However, depending upon the situations, one can choose a large value of $\alpha$. Thus it is advisable to observe the existence of the estimator for infinitely large value of the parameter. Re-writing the expression (1) in terms of $\alpha$, dividing the numerator and denominator by $\alpha^3$ and taking limit of the expression as $\alpha \to \infty$, it can be seen that

$$\lim_{\alpha \to \infty} T_{a,r}^{\alpha} = T_{1,r}^{\alpha} = \bar{y} \left( \frac{\bar{X}_a}{\bar{X}_r} \right).$$  \hspace{1cm} (12)

Thus, in fact, even for quite larger value of the parameter the estimator $T_{a,r}^{\alpha}$ converges to a well-defined estimator. This property makes the class more applicable as compared to other class of synthetic estimators, like

$$\bar{y}_{syn,a} = \bar{y} \left( \frac{\bar{X}_a}{\bar{X}_r} \right)^{\beta}$$  \hspace{1cm} (13)

proposed by Tikkiwal and Ghiya[15] and

$$\bar{y}_{syn,a} = W_1 \bar{y} \left( \frac{\bar{x}_1}{\bar{X}_{1a}} \right)^{\beta_1} + W_2 \bar{y} \left( \frac{\bar{x}_2}{\bar{X}_{2a}} \right)^{\beta_2}$$  \hspace{1cm} (14)

proposed by Rai and Pandey[6], both of which do not exhibit convergence property.

6 Design-bias and mean square error(MSE)of $T_{a,r}^{\alpha}$

6.1 Theorem 1. Under the large sample approximations, the bias of the estimator is given by

$$B \left[ T_{a,r}^{\alpha} \right] = \left\{ \frac{Q_1}{Q_2} \bar{y} - \bar{a} \right\} + \frac{Q_1}{Q_2} \bar{y} \bar{X} \left\{ \frac{f B}{Q_1} \frac{C}{Q_2} \right\} \left\{ V_{11} - \frac{C \bar{X}}{Q_2} V_{02} \right\}$$  \hspace{1cm} (15)

where $Q_1 = \{ A + f (1-r) B + C \} \bar{X}_a + f r \bar{X}$

and $Q_2 = \{ A + f B + (1-r) C \} \bar{X}_a + r C \bar{X}$.

It is to be observed that the estimator would be heavily biased unless

$$\frac{Q_1}{Q_2} \frac{\bar{y}_a}{\bar{Y}}$$

The proof of the expression (15) is presented in the Appendix.

6.2 Theorem 2. The expression of MSE of $T_{a,r}^{\alpha}$ upto the order $O(n^{-1})$ is
In the section 4 above, we have observed that the proposed family involves a number of synthetic ratio and/or product type estimators, which might be discussed for their importance in SAE problems. Some particular cases of $T_{a,r}^a$ are, therefore, discussed here with their design-bias and MSE expressions.

**Case I:** $\alpha = 1$. The estimator $T_{a,r}^a$, reduces to $T_{1,r}^a$, given in expression (3). Its bias and MSE are

$$M \left[ T_{1,r}^a \right] = \left( \frac{Q_2}{Q_1} \right)^2 \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right)^2 V_{20} + \frac{Q_1}{Q_2} \left( 1 - r \right) \bar{X}^2 \left( \frac{C}{Q_2} - \frac{f B}{Q_1} \right) \left( \bar{X} \bar{Y} - \bar{Y}_a \right)^2 V_{02} - 2 \left( \frac{Q_1}{Q_2} \right)^2 \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right)^2 V_{11}.$$\hspace{2cm} (16)

The derivation of the expression (16) has been presented in the Appendix.

**Remark 5.** Replacing $r$ by $\bar{Y}$ (a constant), the bias and MSE of the estimator $T_{W,a}$, given in the expression (6), can be obtained from the expressions (17) and (18) respectively.

**Case II:** $\alpha = 4$. Then $T_{1,r}^a = \bar{Y}$, the simple synthetic estimator, which does not utilize the auxiliary information at the estimation stage. Its bias and MSE are respectively

$$B \left[ T_{1,r}^a \right] = \left( \bar{Y} - \bar{Y}_a \right)$$\hspace{2cm} (19)

$$M \left[ T_{1,r}^a \right] = \left( \bar{Y} - \bar{Y}_a \right)^2 + \bar{Y}^2 V_{20}.$$\hspace{2cm} (20)

**Case III:** $\alpha = 2$. Then the bias and MSE of the product-type synthetic estimator, $T_{2,r}^a$ are given by

$$B \left[ T_{2,r}^a \right] = \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right) + \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right) r \bar{X} \left( \frac{1}{X_W} \right) V_{11}$$\hspace{2cm} (21)

$$M \left[ T_{2,r}^a \right] = \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right)^2 + \bar{Y}^2 V_{20} + \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right)^2 V_{02} + 2 \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right) r \bar{X} \left( \frac{1}{X_W} \right) \left( 2 \left( \bar{X}_a \bar{Y} - \bar{Y}_a \right) \right) V_{11}.$$\hspace{2cm} (22)

**Case IV:** Similarly letting $\alpha = 3$ and observing that $Q_1 = 2 \left( (1 - f) X - X \right), Q_2 = 2 (1 - f) X, C = 0$ and $f B = -2 f$, the bias and MSE expressions of the estimator $T_{3,r}^a$ can be deduced respectively from (15) and (16).
8 Optimization of $M \left[ T_{a,r}^a \right]$

The expression for $M \left[ T_{a,r}^a \right]$, presented in the expression (16) reveals the fact that it would be a function of the unknown parameter $\alpha$. Some specific choices of $\alpha$ have already been considered and corresponding estimators, their biases and MSEs are obtained under sections 4 and 7. Besides this, it is quite reasonable to locate the estimator in the class of synthetic estimators generated by $T_{a,r}^a$, which possesses minimum MSE, if it exist. Fortunately, since the defined estimator has been observed to be asymptotically convergent over the parametric space, the optimum estimator could be obtained by minimizing the MSE of $T_{a,r}^a$, with respect to $\alpha$. Although, from the expression of $M \left[ T_{a,r}^a \right]$, it is evident that $\frac{\partial M \left[ T_{a,r}^a \right]}{\partial \alpha} = 0$ would not produce explicit solution for optimum $\alpha_0(\alpha_0)$. Hence, the value of $\alpha_0$ could be obtained by iteration method for a given set of real data, which would not be difficult with the help of fast-operating computers and appropriately developed programme. It is further noted from the expression (16) that there would be more than one optimum values of $\alpha$, some of which might be real, imaginary and/or negative. Since $\alpha > 0$, only the real positive values of $\alpha_0$ would be considered.

Remark 6. If for any empirical data, one gets more than one $\alpha_0$, for which minimum $M \left[ T_{a,r}^a \right]$ are same, the appropriate choice of $\alpha_0$ among these values of $\alpha$ would be that which yields the smallest value of $B \left[ T_{a,r}^a \right]$. This is an additional advantage of FTE, which other one-parameter families do not exhibit.

9 An empirical study and efficiency comparison

9.1 In order to demonstrate what have been discussed so far, we have made use of MU284 population given in Appendix B of Sarndal et al.[9]. The data presented a number of characteristics of 284 municipalities in Sweden spread over four major regions: North, South, East and West. For the application purpose, we have considered only the east, central and south regions (regions indicators: 1, 2, 3, 6, 7 and 8). The mixed populations of these regions was considered as the target population with sizes 190, comprising of 6 small domains 1, 2, 3, 6, 7, and 8 with sizes 25, 48, 32, 41, 15 and 29 respectively. We consider the following characteristics as study and auxiliary variables:

- $Y$: the total number of seats in municipal council.
- $X$: the number of conservative seats in municipal council.
- $S$: the number of seats in municipal council.

For the entire population of size 190 and the six small area, the following values were obtained:

Table 1: Population and Domain Values

<table>
<thead>
<tr>
<th>Population Values</th>
<th>Domain Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>$Y$</td>
</tr>
<tr>
<td>190</td>
<td>47.69</td>
</tr>
<tr>
<td>Domain value</td>
<td>1</td>
</tr>
<tr>
<td>Domain</td>
<td>25</td>
</tr>
<tr>
<td>$S_Y$</td>
<td>51.16</td>
</tr>
<tr>
<td>$S_X$</td>
<td>16</td>
</tr>
<tr>
<td>$S_{XY}$</td>
<td>197.97</td>
</tr>
<tr>
<td>$\rho_{XY}$</td>
<td>0.726</td>
</tr>
</tbody>
</table>

9.2 On the basis of the empirical data, we shall now present a comparison of the suggested class of synthetic estimator with other synthetic estimators in terms of its efficiency. As it is evident, the suggested estimator $T_{a,r}^a$ depends upon two factors: one, on the values of the parameter $\alpha$ and second, on the choice of the constant $r$, $0 \leq r \leq 0.5$. Obviously, a particular choice of $r$ fixes the size of the sample. It is, therefore, required to compare the efficiency of different estimators for a given value of $r$. The comparison of $T_{a,r}^a$ has been done with the following estimators:

(i) Direct estimator (Direct ratio estimator):

$$T_{D,a} = \tilde{y}_a \left( \frac{\bar{X}_a}{\bar{X}_a} \right)$$  \hspace{1cm} (23)
\[ M[T_{D,a}] = \frac{N_a - n_a}{N_a n_a} \left[ S_{X_a}^2 + R_{N_a}^2 S_{X_a}^2 - 2R_{N_a} S_{Y_a X_a} \right]; \]

\[ R_{N_a} = \bar{Y}_a / \bar{X}_a. \]

(ii) Indirect estimators:

(a) Ratio synthetic estimator:

\[ T_{RS,a} = \bar{y} \left( \frac{\bar{X}_a}{\bar{y}} \right) \]

with

\[ M[T_{RS,a}] = \left( \frac{\bar{X}_a}{\bar{y}} \right)^2 + \frac{N - n}{Nh} \left( \frac{\bar{X}_a}{\bar{y}} \right) \]

\[ \times \left[ \frac{\bar{X}_a}{\bar{y}} \right] \left( 3C_X^2 + C_Y^2 - 4C_{XY} \right) - 2\bar{Y}_a \left( C_X^2 - C_{XY} \right). \]

(b) Synthetic estimator suggested by Singh and Seth [12]:

\[ T_{\alpha,a} = \bar{y} \Psi \{ \alpha, \bar{X}_a, \bar{y} \}. \]

The expression of MSE of \( T_{\alpha,a} \) is presented in Singh and Seth [12].

(iii) Simple synthetic estimator: \( \bar{Y}_{SS,a} = \bar{y} \)

with

\[ M[\bar{Y}_{SS,a}] = (\bar{Y} - \bar{Y}_a)^2 + \frac{N - n}{Nh} S_{Y}^2. \]

Table 2 presents the absolute values of MSE of the estimators \( \bar{Y}_{SS,a}, T_{D,a} \) and \( T_{RS,a} \) for the domains 1, 2, 3, 6, 7 and 8 taking \( r = 0.1, 0.2, 0.3 \) and 0.4, that is \( n = 21, 48, 81 \) and 127.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Domain</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>6</th>
<th>( \gamma )</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{Y}_{SS,a} )</td>
<td>0.1</td>
<td>17.83</td>
<td>5.79</td>
<td>12.34</td>
<td>7.07</td>
<td>48.17</td>
<td>62.34</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>14.21</td>
<td>2.17</td>
<td>8.72</td>
<td>3.44</td>
<td>44.55</td>
<td>58.72</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>13</td>
<td>0.96</td>
<td>7.51</td>
<td>2.29</td>
<td>43.34</td>
<td>57.51</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>12.4</td>
<td>0.36</td>
<td>6.91</td>
<td>1.63</td>
<td>42.74</td>
<td>56.91</td>
</tr>
<tr>
<td>( T_{D,a} )</td>
<td>0.1</td>
<td>55.71</td>
<td>52.18</td>
<td>22.32</td>
<td>5.27</td>
<td>166.4</td>
<td>70.46</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>20.89</td>
<td>19.57</td>
<td>8.37</td>
<td>20.72</td>
<td>62.39</td>
<td>26.42</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>9.29</td>
<td>8.69</td>
<td>3.72</td>
<td>9.21</td>
<td>27.74</td>
<td>11.74</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>3.53</td>
<td>3.31</td>
<td>1.41</td>
<td>3.51</td>
<td>10.57</td>
<td>4.47</td>
</tr>
<tr>
<td>( T_{RS,a} )</td>
<td>0.1</td>
<td>1825.8</td>
<td>21.59</td>
<td>53.32</td>
<td>70.58</td>
<td>373.25</td>
<td>284.5</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1718.04</td>
<td>8.96</td>
<td>31.38</td>
<td>65.84</td>
<td>375.74</td>
<td>286.99</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>1682.12</td>
<td>4.74</td>
<td>24.07</td>
<td>64.26</td>
<td>376.56</td>
<td>287.82</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>1664.16</td>
<td>2.64</td>
<td>20.42</td>
<td>63.47</td>
<td>376.98</td>
<td>288.24</td>
</tr>
</tbody>
</table>

Remark 7. We observe that \( M[T_{D,a}] \) is based on domain size \( (N_a) \), size of the sample selected from the domain \( (n_a) \) and domain parameters, while MSEs of \( T_{RS,a} \) and \( \bar{Y}_{SS,a} \) involves population size \( (N) \), size of the sample taken from the population \( (n) \) and population parameters and \( \bar{Y}_a, \bar{X}_a \). Since the value of \( r \) is computed using \( n \) and \( N \) the equivalent sample size \( (n_a) \) for computing \( M[T_{D,a}] \) has been taken such that \( (n_a / N_a) = (n / N) \). Further, since estimators \( T_{\alpha,a} \) depend upon the parameter \( \alpha \), we have compared them with respect to \( T_{D,a} \) in terms of percent relative efficiency \( \{M(T_{D,a}) / M(\_\_) \} \times 100 \) for \( \alpha = 1, 3, 4 \) and optimum \( \alpha (\alpha_0) \) for each of the domains. The values are depicted in Table 3.
### Remark 8.

From the Table 3, some important conclusions can be drawn.

(i) The suggested synthetic estimator $T_{α, r}$ is always efficient than the estimator $T_{α, a}$ for $α = 1$, that is, $T_{α, r} = \bar{Y} \left( \frac{\bar{X}}{\bar{Y}} \right)$ is preferable over the estimator $T_{1, r} = \bar{Y} \left( \frac{\bar{X}}{\bar{Y}} \right)$.

(ii) It is observed that the efficiency of the estimator $T_{α, r}$ generally decreases as the value of $r$ increases. This is obvious since by choosing smaller values of $r$ we give more weight to the population mean $\bar{X}_α$ as compared to the sample mean $\bar{x}$.

(iii) Both the estimators $T_{α, r}$ and $T_{α, a}$ are highly precise than other estimators for optimum choices of $α$.

(iv) The estimators seem to be more efficient for domains 2, 3 and 6 than other domains. This might be due to the reason that for these domains the “synthetic assumptions”, $(\bar{Y}/T_{α}) = (\bar{X}/X_α)$ are closely met in comparison to other domains.

### 10 Simulation study

In order to see the performance of the suggested estimator over different samples, a simulation study has been done in this section. The same set of data has been used for the purpose.
We have selected 500 independent simple random samples of size 19 from the population of size 190. Further, to assess the relative performance of the estimators under consideration, their Absolute Relative Bias (ARB) and Simulated Relative Standard Error (SRSE) were obtained for each domain on the basis of the selected samples as follows:

\[
ARB[T_{k,a}] = \left| \frac{1}{500} \sum_{s=1}^{500} (T_{k,a}^s - \bar{Y}_a) \right| \times 100, 
\]

(27)

\[
SRSE[T_{k,a}] = \sqrt{SMSE[T_{k,a}]} \times 100, 
\]

(28)

where

\[
SMSE[T_{k,a}] = \frac{1}{500} \sum_{s=1}^{500} (T_{k,a}^s - \bar{Y}_a)^2. 
\]

(29)

\(T_{k,a}\) denote a particular synthetic estimator for domain \(a\) and \(T_{k,a}^s\) stands for the value of \(T_{k,a}\) for domain for the \(s^{th}\) sample, where \(a=1, 2, 3, 6, 7,\) and \(8.\)

The values of ARB and SRSE of the estimators \(T_{RS,a}, T_{\alpha,a}\) and \(T_{\alpha,r}^a\) along with the value of optimum \(\alpha\) for each of the domain are presented in the following table.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Domain</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_{RS,a})</td>
<td>SRSE</td>
<td>68.27</td>
<td>80.61</td>
<td>27.8</td>
<td>78.21</td>
<td>150.2</td>
<td>111.53</td>
</tr>
<tr>
<td></td>
<td>ARB</td>
<td>3.05</td>
<td>3.6</td>
<td>1.24</td>
<td>3.5</td>
<td>6.72</td>
<td>4.99</td>
</tr>
<tr>
<td>(T_{1,a})</td>
<td>SRSE</td>
<td>1814.56</td>
<td>34.85</td>
<td>212.55</td>
<td>363.94</td>
<td>787.94</td>
<td>927.01</td>
</tr>
<tr>
<td></td>
<td>ARB</td>
<td>81.15</td>
<td>1.56</td>
<td>9.5</td>
<td>16.28</td>
<td>35.24</td>
<td>41.46</td>
</tr>
<tr>
<td>(T_{1,0.1}^a)</td>
<td>SRSE</td>
<td>46.85</td>
<td>5.5</td>
<td>87.91</td>
<td>0.39</td>
<td>340.25</td>
<td>165.04</td>
</tr>
<tr>
<td></td>
<td>ARB</td>
<td>2.09</td>
<td>0.25</td>
<td>3.93</td>
<td>0.02</td>
<td>15.22</td>
<td>7.38</td>
</tr>
<tr>
<td>(T_{0.1,a})</td>
<td>(\alpha_0)</td>
<td>1.89</td>
<td>1.85</td>
<td>1.83</td>
<td>2.95</td>
<td>1.9</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td>SRSE</td>
<td>5.68</td>
<td>12.55</td>
<td>12.84</td>
<td>22.53</td>
<td>102.56</td>
<td>11.82</td>
</tr>
<tr>
<td></td>
<td>ARB</td>
<td>0.23</td>
<td>0.56</td>
<td>0.57</td>
<td>1.01</td>
<td>4.59</td>
<td>0.53</td>
</tr>
<tr>
<td>(T_{0.1,0.1}^a)</td>
<td>(\alpha_0)</td>
<td>2.21</td>
<td>2.14</td>
<td>2.11</td>
<td>2.22</td>
<td>2.03</td>
<td>2.19</td>
</tr>
<tr>
<td></td>
<td>SRSE</td>
<td>1.88</td>
<td>5.16</td>
<td>7.92</td>
<td>16.77</td>
<td>105.85</td>
<td>1.81</td>
</tr>
<tr>
<td></td>
<td>ARB</td>
<td>0.08</td>
<td>0.23</td>
<td>0.35</td>
<td>0.75</td>
<td>4.73</td>
<td>0.08</td>
</tr>
</tbody>
</table>

The value of SRSE of \(T_{\alpha,r}^a\) for each domain are observed smaller than those of \(T_{\alpha,a}\) showing that the suggested class of synthetic estimators could be preferred over the estimator \(T_{\alpha,a}\).

11 Conclusions

From what we discussed in the above sections, it can be concluded that the suggested factor-type synthetic estimator defines a class of estimators which includes some well-known synthetic estimators as members of class and hence provides a unified way of discussing the properties of such estimators. Further, on the basis of the empirical data and simulation study, it can be concluded that the suggested estimator outperforms other synthetic estimators.
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Appendix

Bias and MSE of $T_{a,r}^a$

1. Since $\bar{y}$ and $\bar{x}$ are unbiased estimators of population means $\bar{Y}$ and $\bar{X}$ respectively, we can write

$$\bar{y} = \bar{Y} (1 + e_1), \bar{x} = \bar{X} (1 + e_2)$$

such that $E (e_1) = E (e_2) = 0$ and

$$E (e_1^2) = \frac{V(y)}{\bar{y}^2} = \frac{N-a}{nn}C_{YY}^2 = V_{20}, \quad E (e_2^2) = \frac{V(x)}{\bar{x}^2} = \frac{N-a}{nn}C_{XX}^2 = V_{02}$$

$$E (e_1 e_2) = \frac{Cov(\bar{y}, \bar{x})}{\bar{y} \bar{x}} = \frac{N-a}{nn}C_{YX} = V_{11}.$$

Expressing $T_{a,r}^a$ in terms of $e_1$ and $e_2$ we have

$$T_{a,r}^a = \bar{Y} (1 + e_1) \frac{Q_1}{Q_2} \left[ \frac{1 + frB\bar{X}e_2/Q_1}{1 + rCXe_2/Q_2} \right]. \quad (A1)$$

Now realizing that $|\frac{fr\bar{X}e_2}{Q_2}| < 1$ and expanding the denominator of (A1) up to the second power of $e_2$, we get

$$T_{a,r}^a = \bar{Y} \frac{Q_1}{Q_2} \left[ (1 + e_1) \left( 1 + \frac{frB\bar{X}}{Q_1} e_2 \right) \left( 1 - \frac{rCXe_2}{Q_2} + \frac{(rCX)^2}{Q_2} e_2^2 \right) \right]. \quad (A2)$$

Simplifying the above expression, taking expectation of both the sides retaining terms up to the second powers of $e_1$ and $e_2$, using the expression of $E (e_1^2)$, $E (e_2^2)$, $E (e_1 e_2)$ and observing that $B [T_{a,r}^a] = E [T_{a,r}^a] - \bar{Y}_a$, we get the expression of $B [T_{a,r}^a]$ as given in (15).

2. Further, we have

$$M \left[ T_{a,r}^a \right] = E \left[ T_{a,r}^a - \bar{Y}_a \right]^2 = E \left[ T_{a,r}^a \right]^2 + \bar{Y}_a^2 - 2\bar{Y}_a E \left[ T_{a,r}^a \right]. \quad (A3)$$

Now

$$E \left[ T_{a,r}^a \right]^2 = E \left[ \bar{Y} (1 + e_1) \frac{Q_1}{Q_2} \left( \frac{(1 + frB\bar{X}e_2/Q_1)}{(1 + rCXe_2/Q_2)} \right) \right]^2.$$

Expanding the right hand side and retaining terms up to the order $O(n^{-1})$, taking expectation of the expression (A2) and substituting the values in (A3), the expression (16) can easily be deduced.
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