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Abstract: This study evaluates the performance of quality measures for the algorithms Modified Expectation Maximization (MEM)
and Particle Swarm Optimization (PSO) in segmentation of medical images. Medical images of different modalities, suchas computed
tomography, magnetic resonance, X-ray and ultrasonic are considered for this study. The quality measures like peak signal to noise
ratio (PSNR), average difference (AD), structural content(SC), image fidelity (IF), normalized correlation coefficient (NK), mean
structural similarity index (MSSIM) and universal qualityindex (UQI) are calculated for medical images using MEM and PSO method.
Experimental results sound profound for Modified Expectation Maximization (MEM) with average of 3dB increase in PSNR values
than the PSO. Also, Figure of Merit (FOM) a performance measure for edge detection is considered for choosing the best technique of
edge detection for medical images. Finally, Trend factor isset using aggregated quality values and FOM for the better segmentation as
well as edge detection.
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1 Introduction

In Digital Image Processing, Segmentation is a crucial
process which has found wide applications in areas such
as medical image processing, compression, diagnosis
arthritis from joint image [1,2], automatic text hand
writing analysis [3] and remote sensing. Segmenting
medical images is very important for detecting
abnormalities, studying and tracking progress of diseases,
and surgery planning. Medical image segmentation is a
tricky problem due to the fact that medical images
commonly have poor contrasts, different types of noise,
and missing or diffuse boundaries. Medical image
segmentation is an important but difficult problem that
attracts tremendous attentions of researchers from various
fields. Automatic segmentation of medical images is a
difficult task as medical images are complex in nature and
rarely have any simple linear feature. Although a number
of algorithms have been proposed in the field of medical
image segmentation, medical image segmentation
continues to be a complex and challenging problem. As
we know, the output of segmentation algorithm is deviant
due to partial volume effect, intensity in homogeneity,

presence of artifacts and closeness in gray level of
different soft tissue. These approaches include local edge
detection [4], deformable curves [5], morphological
region-based approaches [6,7], global optimization
approaches on energy functions and stochastic
model-based methods [8,9]. Some intensity-based
methods such as thresholding and histogram-based finite
mixture models are easy to be formulated and fast.
However they often fail to segment objects with low
contrast or noisy images with varying background. It is
noted that these methods don’t use the spatial
morphological images information [10]. On the other
hand, some other methods such as morphological
segmentation, region growing and deformable curves,
mainly focus on spatial information such as local
structures or regions.

In supervised approach, it is usually assumed that
training data are available for the image classes; therefore,
the parameters can be estimated from the training data
before segmentation. For unsupervised techniques, the
objective is to estimate the parameters and segment the
image simultaneously [11]. Most of the proposed
solutions to the unsupervised segmentation problem can
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be classified into two broad categories; one is a two-step
procedure, estimating the parameters for each class and
then using a relaxation scheme to do segmentation [12].

An optimal initialization method based on Particle
swarm optimization (PSO) algorithm approach, for a
better unsupervised medical image segmentation has been
taken for study.

A Modified Expectation Maximization (MEM) model
was utilized for segmentation of medical images. The
quality measures are calculated for both the methods and
their efficacy are reported. Additionally, three edge
detection techniques such as Sobel, canny and principal
component analysis are compared with one another so as
to choose the better technique for edge detection in
medical image.

Section 2, presents methodology for the Modified
Expectation Maximization (MEM) algorithm and Particle
swarm optimization PSO for optimization of clusters are
analyzed. In section 3, Edge detection and preservation
techniques are elucidated. Section 4, gives the outline on
quality measures. In section 5, experimental results for
both MEM and PSO based on quality measures and trend
factor are analyzed. The paper is concluded in section 6
with a note on research challenges in medical
segmentation.

2 Material and Methods

The main objective of this research is depicted in the flow
chart as shown in Fig.1. The flow chart shows that the
basic process of segmentation isK-means clustering and
the tightness of clusters (i.e.) intra distance of the clusters
are modified using the principles of MEM and PSO.
Three types of edge detection algorithms such as PCA,
Sobel and Canny operators are used to identify the true
edges of the images. From the parameters (i.e.) Figure of
merit (FOM) and aggregation of quality measures, the
trend factor is set up. A constrain of trend factor in the
range between lower bound (LB) and upper bound (UB)
is set, other than that leads to modification of the cluster
centre ofk-means and the entire process is repeated once
again. Otherwise, process is ended with segmented image.

2.1 General Techniques

In this part, a Maximum Likelihood (ML) approach
which uses a Modified Expectation Maximization (MEM)
algorithm for medical image segmentation is addressed.
Similar to the conventional EM algorithm, this algorithm
alternates between the estimation of the complete
log-likelihood function (E-step) and the maximization of
this estimate over values of the unknown parameters
(M-step) [13]. Due to difficulties in the evaluation of the
ML function [14], some modifications are made in the
EM algorithm which is outlined below. Additionally, PSO

Fig. 1: Flow Chart depicting the Overall Segmentation process

(Particle Swarm Optimization) have been applied in order
to achieve the collective behavior and optimization in
cluster classification.

2.2 Maximum-Likelihood Estimation

Simplified steps of maximum likelihood estimation are
drafted below:
i) Find the parameters (i.e. means, covariances and
mixing weights) of maximum likelihood estimation
ii) Calculate the Euclidean Distance (d) assigning eachxi
to its nearest cluster centerck.
iii) In maximization step use MaximumQ(θ ,θ ′), The
likelihood function is written as:

Q(θ i+1,θ i) = maxQ(θ i ,θ ),θ i+1 = arg maxQ(θ ,θ i)
(1)

d(p,q) = d(q, p) =

√

n

∑
i=1

(qi − pi)2 (2)

iv) Repeat iterations, and don’t stop the loop until‖θ i+1−
θ i‖ small enough.

The algorithm terminates when the difference
between the log likelihood for the previous iteration and
current iteration fulfills the tolerance [15]. The results of
segmentation of medical images with MEM algorithm
(k= 8) are discussed in section 5.

2.3 Particle Swarm Optimization (PSO)

Particle Swarm optimization is a optimization algorithm
which developed by Eber hartand kennedy in 1995. The
basic idea is that anN-dimensional search space is
performed with help of agents (particles) and the best
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position encountered by itself and its neighbor [16]. Each
agent is deemed to occupy a position(Xi(k)) and velocity
vi(k)
PSO Algorithm Outline:
Step 1: Each agents are assigned an initial position and
initial velocity
Step 2: Update the position and velocity by local and
global classification
Step 3: New values for the position an velocity are selected
using equation (3) and (4).

Xi
k+1 = Xi

k+ vi
k+1 (3)

vi
k+1 = vi

k+ c1r1(p
i
k−Xi

k)+ c2r2(p
g
k −Xi

k) (4)

Step 4: Step 2 and 3 are repeated until a convergence
criterion is met.

The output of the segmentation of different types of
medical images using PSO is shown in section 5. A
relationship is identified between segmentation and true
edges through trend factor as an aggregation of
parameters. Therefore edge detection also leads to
segmentation of the images.

3 Edge Detection as a Component For
Segmentation

Edge detection refers to the process of identifying and
locating sharp discontinuities in an image. The basic idea
of edge detection is to extract and remove the edge point
set. Former is done using edge operator and later some of
the edge points from the edge point set are replaced with
some another and lines are formed by linking the obtained
edge point set. Three edge techniques such as PCA, Sobel
and Canny are taken for study. FOM (Figure of Merit)
comparison is done for different types of medical images
using these techniques and the results are tabulated in
Table5.

3.1 Methodology for Edge Detection

A. Principal Component Analysis
Principal component analysis (Karhunen-Loeve or

Hotelling transform) - PCA belongs to linear transforms
based on the statistical techniques. This method provides
a powerful tool for data analysis and pattern recognition
which is often used in signal and image processing as a
technique for data compression, data dimension reduction
or their edge detection as well. The PCA algorithm is
summarized as
Step 1: organize the input data set and calculate the mean
using equation (5)

mx ≈
1
L

L

∑
l=1

Xl (5)

Step 2: Calculate the covariance matrix in order to find the
eigen vectors and eigen values using equation (6) & (7)

Cx = ε{(X−mx)(X−mx)
t} (6)

≈
1
L

L

∑
l=1

Xl X
t
1−mxm

t
x (7)

Step 3: Compute cumulative energy content for each eigen
vector in order to select a subset of eigen vector as basis
vector
Step 4: Convert the source data set into new data set.
B. Sobel Edge Detector

The Sobel operator consists of a pair of 3× 3
convolution kernels. One kernel is simply the other
rotated by 90◦. The kernels can be applied separately to
the input image, to produce separate measurements of the
gradient component in each orientation (call theseGx and
Gy). These can then be combined together to find the
absolute magnitude of the gradient at each point and the
orientation of that gradient. The gradient magnitude is
given by:

|G|=
√

Gx2+Gy2 (8)

Typically, an approximate magnitude is computed using:

|G|= |Gx|+ |Gy| (9)

This is much faster to compute. The angle of orientation of
the edge (relative to the pixel grid) giving rise to the spatial
gradient is given by:

Theta= arctan(Gy/Gx) (10)

C. Canny Edge Detector
The algorithmic steps [17] for canny edge detection

technique are follows:
1. Convolve the image with a two dimensional Gaussian
filter to smooth it.
2. Differentiate the image in two orthogonal directions.
3. Calculate the gradient amplitude and direction.
4. Perform non-maximal suppression.
5. Any gradient value that is not a local peak is set to zero.
The gradient direction is used in this process.
6.Threshold these edges to eliminate insignificant edges.

3.2 Pratt’s Figure of Merit

Pratt’s Figure of Merit (FOM) is one of the performance
measures for edge detection. It attempts to balance three
types of errors that can produce erroneous edge maps:
missing valid edge points, failure to localize edge points
and classification of noise fluctuations as edge points. The
Figure of Merit is defined as

FOM =
1
IN

∑ i = 1IA 1
1+ad2 (11)
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Where,IN is the maximum ofIA andII . IA represents the
total number of actual edge pixels; i.e., those edge pixels
that were found.II represents the total number of ideal
pixels in the image; i.e., the number of edge pixels in the
reference image. The Figure of Merit is normalized with
the maximum of the actual and ideal number of edge
pixels in order to ensure a penalty for smeared (i.e.,
II < IA) or fragmented edges (i.e.,II > IA).

4 Quality Measures

To compare the performance analysis of MEM and PSO
algorithms, quality measures that are described by I.
Avicibas et. al [20], M. Mrak et. al [19] and A.M.
Eskicioglu et. al [18] were taken. The outline of the
quality measures are stated below.

4.1 Peak Signal To Noise Ratio (PSNR)

PSNR= 10log
255∗255

MSE
dB (12)

where MSE is mean square error [21]. Ideally it is infinity.
Practically it is in the range of 25 to 40dB.

4.2 Average Difference (AD)

AD=
M

∑
j=1

N

∑
K=1

[X( j,k)− X̂( j,k)]/MN (13)

This measure shows the average difference between the
pixel values, ideally it should be zero.

4.3 Structural Content (SC), Image Fidelity (IF)
and Normalized Correlation Coefficient (NK)

These are the co relational based quality measure which
normally looks at correlation features between the pixels
of original and reconstructed image, they are given as

SC=
M

∑
j=1

N

∑
k=1

X( j,k)2

/

M

∑
j=1

N

∑
k=1

X̂( j,k)2 (14)

IF = 1−
M

∑
j=1

N

∑
k=1

[X( j,k)− X̂( j,k)2]

/

M

∑
j=1

N

∑
k=1

[X( j,k)2]

(15)

NK = 1−
M

∑
j=1

N

∑
k=1

[X( j,k)X̂( j,k)]

/

M

∑
j=1

N

∑
k=1

[X( j,k)2]

(16)
Normally SC, IF andNK are in the range of 0 to 1, very
near to or one is the best.

4.4 Mean Structural Similarity Index (MSSIM)
and Universal Quality Index (UQI)

Zhou Wang et. al [21] in their paper proposed a new
quality measures, viz mean structural similarity index and
universal quality index. This compares local patterns of
pixel intensities that have been normalized for luminance
and contrast. It is given by

SSIM=
(2µxµy+C1)(2σxy+C2)

(µ2
x + µ2

y +C1)(σ2
x +σ2

y +C2)
(17)

Whereµ andσ are mean and variance respectively,x and
y are for original and segmented images. The MSSIM is
calculated by taking mean of SSIM and UQI is calculated
by substituting the values ofC1 andC2 as zero.

5 Results and Discussion

An analysis is done on segmentation of medical images
by intriguing MRI images, X-ray images, CT images and
Ultrasonic images. We have approached our problem in
three phases. a) To perform segmentation of medical
images using MEM and PSO algorithm. b) To compare
edge detection techniques (PCA/Sobel/Canny) for the
chosen medical images using FOM (Figure of merit). c)
Finally, parameters from the two phases are investigated
using trend factor. The segmented output of medical
images using Modified Expectation Maximization
(MEM) method for the different cluster size were
performed for MRI image, CT image, X-ray image and
Ultrasonic image which are depicted in Fig.2. Similarly,
the segmented output of medical images using Particle
Swarm Optimization (PSO) method for the different
cluster size was performed for MRI image, CT image,
X-ray image and Ultrasonic image which are depicted in
Fig. 3. Performance analysis on medical image
segmentation were performed by both MEM and PSO
methods using quality measures [20,19,18] (PSNR,
Average difference(AD), structural content (SC), image
fidelity (IF), normalized correlation coefficient (NK)
mean structural similarity index (MSSIM) and universal
quality index (UQI)) and results are tabulated in Table2,
Table3 and Table4.

It is observed that average of 3dB increment of PSNR
values in MEM models when compared to PSO algorithm
techniques. Higher Average difference in PSO models
indicates intra cluster fragileness. The performance
measures of edge detection techniques
(PCA/Sobel/Canny) for the chosen medical images such
as MRI, X-ray, CT and Ultrasonic are premeditated using
equation (11). The Table5 shows the Figure of Merit
(FOM) for different types of medical images.
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Table 1: Quality Measures of MRI Images

Table 2: Quality Measures of X-ray Images

Table 3: Quality Measures of CT Images
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Table 4: Quality Measures of Ultrasonic Images

Table 5: FOM for Medical Images
IMAGE PCA SOBEL CANNY

MRI 0.4725 0.6169 0.7146
X-RAY 0.5217 0.5321 0.639

CT 0.5113 0.7393 0.7171
ULTRASONIC 0.5566 0.874 0.7637

5.1 Trend factor

In order to achieve a singleton decision about whether the
clusters are formed in a right manner, a computation of
quality parameters through an aggregation process is
initiated. This parameter is known as trend factor and
defined as

Trend f actor(TF)

= AggregatedQualityvalue(AQV)/Min(FOM)
(18)

where aggregated quality value(AQV) is defined as

AQV= w1SC+w2NK+w3IF +w4SSIM+w5UQI (19)

with weights as,
4

∑
i=1

wi = 1. The determination of

aggregation function is well discussed in [22] and [23]. In
[23], Yager introduced the Ordered Weighed Averaging
Aggregation (OWA) operator which models the max, min
and arithmetic mean operators for certain vectors of
weight (wi). Selection of weightswi are done in such a
way to obtain the better scores for aggregation. Trend
factor is bounded between lower bound (LB) and upper
bound (UB) values. Lower bound (LB) is given by

LB= min(y1) = xTw (20)

wherex is quality measure variable

y1 = w1x1+w2x2+w3x3+w4x4+w5x5 (21)

Upper bound (UB) is given by

UB= max(y1) = y′1 (22)

Trend factor results are tabulated in Table6. The
results indicate that PSO method with canny edge
detector preserves more true edges than process through
MEM. Even though PSNR values of MEM algorithm are
higher than PSO, it does not guarantee the edge
preservation of medical images. From this study, we
conclude that PSO with canny operator may be well
suited for better segmentation and edge detection.

6 Conclusion

In this paper, quality measures for segmentation of
medical images using MEM and PSO algorithm are
evaluated. An appropriate edge detection technique is
chosen using Figure of Merit (FOM). The efficacy of
trend factor chooses the best of the chosen methods for
better segmentation as well as edge detection. The future
direction of this research will be vector angle measure for
edge detection and heuristic approaches for better edge
preservation and compactness of cluster at larger size.
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Table 6: Trend factor
MRI image MEM PSO CT image MEM PSO

Cardiac 2.0905 2.1449 Brain 1.9409 1.9855
Knee 2.1020 2.1360 Spine 1.9317 1.9881

Side Head 2.1009 2.1430 Lung 1.9372 1.9799
X-ray Image MEM PSO Ultrasonic Image MEM PSO

Chest 1.9136 1.9295 Baby 1.8033 1.8078
Teeth 1.9080 1.9285 Spine 1.7655 1.8336
Hand 1.8672 1.9298 Tyroid nodile 1.7814 1.8187

Fig. 2: Segmentation of medical images using MEM algorithm
(incorporate MLE) (a) MRI Original Image(Top left), Segmented
Image with cluster sizek = 4, 5, 6, 7, & 8 are placed top right,
middle left, middle right, bottom left & bottom right respectively.
Likewise, (b) X-RAY Segment Image, (c) CT Segment Image &
(d) Ultrasonic Segment Image.
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Fig. 3: Segmentation of medical images using PSO algorithm
(incorporate MLE) (a) MRI Original Image(Top left), Segmented
Image with cluster sizek = 4, 5, 6, 7, & 8 are placed top right,
middle left, middle right, bottom left & bottom right respectively.
Likewise, (b) X-RAY Segment Image, (c) CT Segment Image &
(d) Ultrasonic Segment Image.
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