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Abstract: This study evaluates the performance of quality measurethéoalgorithms Modified Expectation Maximization (MEM)
and Particle Swarm Optimization (PSO) in segmentation afioz images. Medical images of different modalities, sasftomputed
tomography, magnetic resonance, X-ray and ultrasonic @msidered for this study. The quality measures like peakasitp noise
ratio (PSNR), average difference (AD), structural cont@&tt), image fidelity (IF), normalized correlation coeffitigNK), mean
structural similarity index (MSSIM) and universal qualindex (UQI) are calculated for medical images using MEM aB8®Rnethod.
Experimental results sound profound for Modified Expeotatilaximization (MEM) with average of 3dB increase in PSNRuea
than the PSO. Also, Figure of Merit (FOM) a performance meagar edge detection is considered for choosing the belshigae of
edge detection for medical images. Finally, Trend facteeisusing aggregated quality values and FOM for the bettgnsstation as
well as edge detection.
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1 Introduction presence of artifacts and closeness in gray level of
different soft tissue. These approaches include local edge

In Digital Image Processing, Segmentation is a crucialdetection fl], deformable curves 5, morphological
process which has found wide applications in areas suckegion-based approaches5, 7], global optimization

as medical image processing, compression, diagnosi@Pproaches on energy functions and stochastic
arthritis from joint image 1,2], automatic text hand model-based methods 8,p]. Some intensity-based
writing analysis B] and remote sensing. Segmenting methods such as thresholding and histogram-based finite
medical images is very important for detecting Mixture models are easy to be formulated and fast.
abnormalities, studying and tracking progress of diseasediowever they often fail to segment objects with low
and surgery planning. Medical image segmentation is &ontrast or noisy images with varying background. It is
tricky problem due to the fact that medical imagesnoted that these methods dont use the spatial
commonly have poor contrasts, different types of noise,nmorphological images informationl@]. On the other
and missing or diffuse boundaries. Medical imagehand, some other methods such as morphological
segmentation is an important but difficult problem that segmentation, region growing and deformable curves,
attracts tremendous attentions of researchers from \arioumainly focus on spatial information such as local
fields. Automatic segmentation of medical images is aStructures or regions.

difficult task as medical images are complex in nature and In supervised approach, it is usually assumed that
rarely have any simple linear feature. Although a numbertraining data are available for the image classes; thezefor
of algorithms have been proposed in the field of medicalthe parameters can be estimated from the training data
image segmentation, medical image segmentatiobefore segmentation. For unsupervised techniques, the
continues to be a complex and challenging problem. Asobjective is to estimate the parameters and segment the
we know, the output of segmentation algorithm is deviantimage simultaneously 1f]. Most of the proposed
due to partial volume effect, intensity in homogeneity, solutions to the unsupervised segmentation problem can
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1umage
An optimal initialization method based on Particle
swarm optimization (PSO) algorithm approach, for a

better unsupervised medical image segmentation has been MEM || 7SO || Ede
taken for study. eizction

A Modified Expectation Maximization (MEM) model PCA/SOBEL
was utilized for segmentation of medical images. The [CANIY
quality measures are calculated for both the methods and
their efficacy are reported. Additionally, three edge
detection techniques such as Sobel, canny and principal
component analysis are compared with one another so as
to choose the better technique for edge detection in
medical image.

Section 2, presents methodology for the Modified
Expectation Maximization (MEM) algorithm and Particle - _
swarm optimization PSO for optimization of clusters are Fig. 1: Flow Chart depicting the Overall Segmentation process
analyzed. In section 3, Edge detection and preservation
techniques are elucidated. Section 4, gives the outline on

uality measures. In section 5, experimental results for, . L L
d Y b gDartche Swarm Optimization) have been applied in order

be classified into two broad categories; one is a two-step
procedure, estimating the parameters for each class and
then using a relaxation scheme to do segmentatig [

Parameters

both MEM and PSO based on quality measures and tren . . . R
factor are analyzed. The paper is concluded in section o achieve t.h_e qollectlve behavior and optimization in
with a note on research challenges in medicalCIUSter classification.
segmentation.

2.2 Maximume-Likelihood Estimation
2 Material and Methods Simplified steps of maximum likelihood estimation are

. . . : _ drafted below:
The main objective of this research is depicted in the flowi) Find the parameters (i.e. means, covariances and

chart as shown in Figl. The flow chart shows that the mixing weights) of maximum likelihood estimation
basic process of segmentationkismeans clustering and ) calculate the Euclidean Distance (d) assigning each
the tightness of clusters (i.e.) intra distance of the elsst 15 jis nearest cluster centeyr.

are modified using the principles of MEM and PSO. jjy |n maximization step use Maximun®(6,6’), The
Three types of edge detection algorithms such as PCAjkelihood function is written as:

Sobel and Canny operators are used to identify the true

edges of the images. From the parameters (i.e.) Figure of Q(6'*, 8') = maxQ(6',6),6"* = arg maxQ(6, ')

merit (FOM) and aggregation of quality measures, the (1)

trend factor is set up. A constrain of trend factor in the

range between lower bound (LB) and upper bound (UB) n

is set, other than that leads to modification of the cluster d(p,q) =d(a,p) = .Zi(CIi —pi)? 2
=

centre ofk-means and the entire process is repeated once
again. Otherwise, process is ended with segmented imagg)) Repeat iterations, and don’t stop the loop ufi@i+2 —

6'|| small enough.

The algorithm terminates when the difference

2.1 General Techniques between the log likelihood for the previous iteration and

current iteration fulfills the tolerancd p]. The results of
In this part, a Maximum Likelihood (ML) approach Ssegmentation of medical images with MEM algorithm
which uses a Modified Expectation Maximization (MEM) (k= 8) are discussed in section 5.
algorithm for medical image segmentation is addressed.
Similar to the conventional EM algorithm, this algorithm
alternates between the estimation of the complete2.3 Particle Swarm Optimization (PSO)
log-likelihood function (E-step) and the maximization of
this estimate over values of the unknown parameterdarticle Swarm optimization is a optimization algorithm
(M-step) [L3]. Due to difficulties in the evaluation of the which developed by Eber hartand kennedy in 1995. The
ML function [14], some modifications are made in the basic idea is that arN-dimensional search space is
EM algorithm which is outlined below. Additionally, PSO performed with help of agents (particles) and the best
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position encountered by itself and its neighbb8][ Each  Step 2: Calculate the covariance matrix in order to find the
agent is deemed to occupy a positiofi(k)) and velocity  eigen vectors and eigen values using equatii((7)

vi(k)

PSO Algorithm Outline: Cx = e{(X —my) (X —my)'} (6)
Step 1: Each agents are assigned an initial position and

initial velocity 1L

Step 2: Update the position and velocity by local and ~ Xt _ 7
global classification L I;X' 1 M ¢

Step 3: New values for the position an velocity are selected ) . .
using equation3) and @). Step 3: Compute cumulative energy content for each eigen

vector in order to select a subset of eigen vector as basis
[V SR vector
Kot =XV ®) Step 4: Convert the source data set into new data set.

_ . _ _ _ B. Sobel Edge Detector
Vigr = Vit Cara(p— X0 +cara(pp— %) (4) The Sobel operator consists of a pair ofx33

convolution kernels. One kernel is simply the other
“fotated by 90. The kernels can be applied separately to
the input image, to produce separate measurements of the
gradient component in each orientation (call théseand
. A o ; Gy). These can then be combined together to find the
relationship is identified between segmentation and tru bsolute magnitude of the gradient at each point and the

edges through trend factor as an aggregation Ol jonation of that gradient. The gradient magnitude is
parameters. Therefore edge detection also leads t8iven by:

segmentation of the images.
9 g G| = VG 1 Gy ®)
Typically, an approximate magnitude is computed using:

Step 4: Step 2 and 3 are repeated until a convergen
criterion is met.

The output of the segmentation of different types of
medical images using PSO is shown in section 5. A

3 Edge Detection asa Component For
Segmentation |G| = |GX + |Gy )

dThis is much faster to compute. The angle of orientation of

Edge detection refers to the process of identifying an , : A )
locating sharp discontinuities in an image. The basic ide&he e.dge.(rellanve to.the pixel grid) giving rise to the sgiati
gradlent is given by:

of edge detection is to extract and remove the edge poin
set. Former is done using edge operator and later some of -

the edge points from the edge point set are replaced with Theta = arctar{Gy/Gx) (10)
some another and lines are formed by linking the obtaine¢~
edge point set. Three edge techniques such as PCA, Sobel
and Canny are taken for study. FOM (Figure of Merit) tec
comparison is done for different types of medical images;
using these techniques and the results are tabulated i,
Tableb.

Canny Edge Detector

The algorithmic stepsi[7] for canny edge detection
hnigue are follows:

Convolve the image with a two dimensional Gaussian
er to smooth it.

2. Differentiate the image in two orthogonal directions.

3. Calculate the gradient amplitude and direction.

4. Perform non-maximal suppression.

3.1 Methodology for Edge Detection 5. Any gradient value that is not a local peak is set to zero.
o _ The gradient direction is used in this process.
A. Principal Component Analysis 6.Threshold these edges to eliminate insignificant edges.

Principal component analysis (Karhunen-Loeve or
Hotelling transform) - PCA belongs to linear transforms
based on the statistical techniques. This method provideg 2 Pratt’s Figure of Merit
a powerful tool for data analysis and pattern recognition™"
which is often used in signal and image processing as &

technique for data compression, data dimension reduction ratt's Figure of Merit (FOM) is one of the performance
or their edge detection as well. The PCA algorithm is measures for edge detection. It attempts to balance three

. types of errors that can produce erroneous edge maps:
summarized as . missing valid edge points, failure to localize edge points
Step 1: organize the input data set and calculate the mean e o . -

: : and classification of noise fluctuations as edge points. The
using equations)

Figure of Merit is defined as

1¢ 1 1
rnxf-i‘:— X| (5) = — i = I
) FOM= =3 i =10 a
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Where, Iy is the maximum of andl,. I represents the 4.4 Mean Structural Similarity Index (MSSIM)
total number of actual edge pixels; i.e., those edge pixelgnd Universal Quality Index (UQI)

that were foundl, represents the total number of ideal

pixels in the image; i.e., the number of edge pixels in the

reference image. The Figure of Merit is normalized with Zhou Wang et. al 21] in their paper proposed a new
the maximum of the actual and ideal number of edgequality measures, viz mean structural similarity index and
pixels in order to ensure a penalty for smeared (i.e.,universal quality index. This compares local patterns of

[ <1a) or fragmented edges (i.é,> 15). pixel intensities that have been normalized for luminance
and contrast. It is given by

4 Quality Measures SSIM— (2pxply +C1)(20xy +C2) 17)

To compare the performance analysis of MEM and PSO (KZ + 1y +C1)(0% + 07 +Cy)

algorithms, quality measures that are described by I.

Avicibas et. al PO], M. Mrak et. al [19 and AM.  Whereu ando are mean and variance respectivelgnd

Eskicioglu et. al 18] were taken. The outline of the Yy are for original and segmented images. The MSSIM is

guality measures are stated below. calculated by taking mean of SSIM and UQI is calculated
by substituting the values @1 andC, as zero.

4.1 Peak Signal To Noise Ratio (PSNR)

255+ 255 5 Results and Discussion

PSNR= 10IongB (12)
where MSE is mean square err@d]. Ideally it is infinity. An analysis is done on segmentation of medical images
Practically it is in the range of 25 to 40dB. by intriguing MRI images, X-ray images, CT images and

Ultrasonic images. We have approached our problem in
three phases. a) To perform segmentation of medical
4.2 Average Difference (AD) images using MEM and PSO algorithm. b) To compare
edge detection techniques (PCA/Sobel/Canny) for the
chosen medical images using FOM (Figure of merit). c)
U ; S Finally, parameters from the two phases are investigated
AD_JZMZl[X(J’k) X (1, KI/MN (13) using trend factor. The segmented output of medical
, , images using Modified Expectation Maximization
Thls measure shows the average difference between th@vIEM) method for the different cluster size were
pixel values, ideally it should be zero. performed for MRI image, CT image, X-ray image and
Ultrasonic image which are depicted in F&.Similarly,
Sy the segmented output of medical images using Particle
4.3 Structural Content (SC), Image Fidelity (IF) swarm optimization (PSO) method for the different
and Normalized Correlation Coefficient (NK)  cluster size was performed for MRI image, CT image,
) . ~ X-ray image and Ultrasonic image which are depicted in
These are the co relational based quality measure WhICh:ig' 3. Performance analysis on medical image
normally looks at correlation features between the Pixe|ssegmentation were performed by both MEM and PSO
of original and reconstructed image, they are givenas  methods using quality measure£0[19,18 (PSNR,
M M N Ave(age difference(AD), structura_l content'('SC), image
o le X(j’k)z/sz(j’k)z (14) fidelity (IF), normal_lzgd porrelatlon coefficient .(NK)
=] = mean structural similarity index (MSSIM) and universal
quality index (UQI)) and results are tabulated in Table
Table3 and Tabled.

M N
(X(1.K) —X(j,k)z]/z z [X(j’k)z] It is observed that average of 3dB increment of PSNR

J=1k=1 15y  Valuesin MEM models when compared to PSO algorithm
(15) techniques. Higher Average difference in PSO models
M N M N indicates intra cluster fragileness. The performance
NK =1— X(j,kX(j,k X(j,k)? measures of edge detection techniques
,Zlkgl[ (19X )]/,Zlkzl[ (1471 (PCA/Sobel/Canny) for the chosen medical images such
(16) as MRI, X-ray, CT and Ultrasonic are premeditated using

Normally SC IF andNK are in the range of O to 1, very equation {1). The Table5 shows the Figure of Merit

near to or one is the best. (FOM) for different types of medical images.

M=z

M
IF=1-%

J=1k=1
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Table 1: Quality Measures of MRI Images
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Table 4: Quality Measures of Ultrasonic Images

TTRAOUND
] B QLA T Vol EPGLIFEAEHT WL LE
BABT FINE
TABA 1] IE ]
=4 k= [=6 l=7 k=g |kt =5 [k =T = k=5 |4 =5 [e6 Jler =6

PSR 271087) 273007 ITSEE T AO14) AP TEO0| 243050| M52 P4A05| P45R00) 2oEET) 30 4008) 34 206) 35.0067) 35.1430] 36 276] M6 A54G] 27 2474] 37 A56E] 25 1196) 2 EEN
A0 162580 THAGT| 12304 115013 10 DE36) 37 4087 3066 258161 22 70| 0156| 21071 17 4763 143633 112300) 06407) 16 6611) 123617 11 007F| 9.0933) 40263
& 1338 1LIP6A|  12MG] 119300 116RT) 14919 1.3668) 15040| 10600 100MG| OFON4) DBS01) DA8R| 00261) 00364) 1807 1H86) 15200 14079 47
HE DO571) C&B03) O24FF| 02108) 023 0812 08511] 08767 O.8003) CO0| 10163 10125 1013 10%23| 10085] OF0F4) 0663 DAY 0.8313) 08574
IF 0.7425) [7725 Q07| 08202 O08507] 0G6AQ| 07331 0773 O7046) (G073 12450 11666 19227 10M1) 10581 05195 00063 0641 06805 0.7323
SHn | 00207) COG5G) DORIG| 0O7R0) 00230 002 0063 0OFST| 0083 CORF) 0700 085G DUAOTS| 0IRG| O0443] DB574) D006 DOMGE) D056 00637
ul 00204 (9664  00OfS| 00780) 00230] 00F2| 00658 OO757) 0.00%2) [(OBF| 07387 085645 D00G7 00243| 0043| 08563 C000| 00X 00667 0.06GE5
ULTRAZONIC SOUTARYTHYROIO MODULE
1l B PE0 1l Bl 0]
=4 =t I=Ffi =7 k=2 |=1 l=h l=fi =7 =g [l=4 I=h h=fi =7 k= =4 =5 h=fi =7 =8

PSR 314331 200021 X3540| 5731 52015 262135| 26.7043) T 0G4 Z7.TI00) 2L4300) 332K | 4 1506] 352000 3T 1383 S 0513 61500 | o4 2 017E] 27 5300( 29.0001
A0 13048 1CO516] O2030] VOGRS GOME) 182071 138072 1180660 07450 0450 61805 4003 2004 27353 12073 130007 114068 0534 Q@md4 7667
EH OER19] [013] 08%5] D92 DAGIT] 18064 16095] 14| 10774 13RS DAMEG] 08511 Docd| 08%63| 0835| 1A806| 1F16| 13700 14673 3RS
ME 0017 102a]  0omo] 1oced] DAmed] ovmed] 07sE]  081dR] 08480] 0| 103 10061 1ok 100E| 10004 078ST| 03154 DESGY| D.8RAR| 0ER1T
IF 1.1231] 10088 164 1044 100l 05141| DEI0G]  O666G] OFAR] C7HR] 1007 10374] 1me[ 10ma| 10004 0508 03656 07111 06722 076
SHnd | 0PARA) CE64E]  DAmRS| 00308 08O 02517 081H] 00430 DO60F] COTX| OAVG| 00233 DO500| DAR0[ DAVES| DA119[ 034530 DA6de] DOGZE) 0473
(1]} 07056 (8624 002 09208 DAd4ad] 02504 DO133[ 00434 00603 CO710) DAWG] DAX1| DOHET| DOXMS| 0O748| D005 D2445 DOERC[ 0062 00795

Table5: FOM for Medical Images

IMAGE PCA | SOBEL | CANNY
MRI 0.4725| 0.6169 | 0.7146
X-RAY 0.5217 | 0.5321 0.639
CT 0.5113| 0.7393 | 0.7171
ULTRASONIC | 0.5566 | 0.874 0.7637

5.1 Trend factor Upper bound (UB) is given by

In order to achieve a singleton decision about whether the UB=maxy;) =V, (22)
clusters are formed in a right manner, a computation of
quality parameters through an aggregation process is Trend factor results are tabulated in Talfie The
initiated. This parameter is known as trend factor andresults indicate that PSO method with canny edge
defined as detector preserves more true edges than process through
MEM. Even though PSNR values of MEM algorithm are
Trend facto(TF) higher than PSO, it does not guarantee the edge
= AggregatedQualityvaly&QV)/Min(FOM) preservation of medical images. From this study, we
(18) conclude that PSO with canny operator may be well
where aggregated quality value(AQV) is defined as suited for better segmentation and edge detection.
AQV = w; SCH+WoNK +wglF +wsSSIM+wsU QI (19)
4 6 Conclusion
with weights as, Zw. = 1. The determination of . ) )
In this paper, quality measures for segmentation of
aggregation function is well discussed 2] and [23]. In medical images using MEM and PSO algorithm are
[23], Yager introduced the Ordered Weighed Averagingevaluated. An appropriate edge detection technique is
Aggregation (OWA) operator which models the max, min chosen using Figure of Merit (FOM). The efficacy of
and arithmetic mean operators for certain vectors oftrend factor chooses the best of the chosen methods for
weight (). Selection of weightsy; are done in such a better segmentation as well as edge detection. The future
way to obtain the better scores for aggregation. Trenddirection of this research will be vector angle measure for
factor is bounded between lower bound (LB) and upperedge detection and heuristic approaches for better edge
bound (UB) values. Lower bound (LB) is given by preservation and compactness of cluster at larger size.

LB =min(y;) =x"w (20)
wherex is quality measure variable

Y1 = Wi X1 + WoXo 4 W3X3 + WsXgq + W5Xs (22)

(@© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 6, 3235-3243 (2015)www.naturalspublishing.com/Journals.asp NS P 3241

Table 6: Trend factor

MRI image | MEM PSO CT image MEM PSO
Cardiac 2.0905 | 2.1449 Brain 1.9409 | 1.9855
Knee 2.1020 | 2.1360 Spine 1.9317 | 1.9881
Side Head | 2.1009 | 2.1430 Lung 1.9372 | 1.9799

X-ray Image | MEM PSO | Ultrasoniclmage | MEM PSO
Chest 1.9136 | 1.9295 Baby 1.8033 | 1.8078
Teeth 1.9080 | 1.9285 Spine 1.7655 | 1.8336
Hand 1.8672| 1.9298 Tyroid nodile 1.7814| 1.8187

Fig. 2. Segmentation of medical images using MEM algorithm Fig. 3: Segmentation of medical images using PSO algorithm
(incorporate MLE) (a) MRI Original Image(Top left), Segntet (incorporate MLE) (a) MRI Original Image(Top left), Segntet
Image with cluster siz& = 4, 5, 6, 7, & 8 are placed top right, Image with cluster siz& = 4, 5, 6, 7, & 8 are placed top right,
middle left, middle right, bottom left & bottom right respeely. middle left, middle right, bottom left & bottom right respeely.
Likewise, (b) X-RAY Segment Image, (c) CT Segment Image & Likewise, (b) X-RAY Segment Image, (c) CT Segment Image &
(d) Ultrasonic Segment Image. (d) Ultrasonic Segment Image.

References

Acknowledgement _ o
[1] S. Li, T. Fevens and A. Krzyzak, Automatic: clinical imag

segmentation using pathological modeling, PCA and SVM,
Engineering Applications of Atrtificial Intelligenc&9, 403-

410 (2006).
The authors thank the Management and Principal, of [2] A SS:hwai)ghofer, V. Tresp, P. Mayer, A.K. Scheel and G.
Bannari Amman Institute of Technology, Muller, The RA scanner: prediction of rheumatoid joint
Sathyamangalam for providing excellent computing inflammation based on laser imaging, IEEE Trans. Biomed.
facilities and encouragement. Imaging,50, 375-382 (2003).

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

3242 %N S\ R. Harikumar, B. V. Kumar: Performance Analysis of Mediaaklge Segmentation...

[3]Y. Zheng, H. Liand D. Doermann, Machine printed text and [19] Marta Mrak, Sonja Grgic and Mislav Grgic, Picture Qugali

handwriting identification in noisy document images, |IEEE Measures in Image Compression Systems, EUROCON

Transactions on Pattern Analysis Machine Intelligerée, 2003, Ljuijana, Slovenia.

337-345 (2004). [20] Ismail Avicibas, Bulent Sankur and Khalid Sayood,
[4] W.Y. Ma and B.S. Manjunath, Edge flow: a framework Statistical Evaluation of Image Quality Measures, Journal

for boundary detection and image segmentation, IEEE of Electronic Imaging11, 206-223 (2002).
International Conference on Computer Vision and Pattern[21] Zhou Wang, Alan Conrad Bovik., et.al., Image Quality
Recognition (CVPR’97), San Juan, Puerto Rico, 744-749 Assessment: From Error Visibility to Structural Similgirt
(1997). IEEE Transactions on Image processint, 600-612
[5] Chenyang Xu, L.P. Jerry, and Snakes, Shapes and gradient  (2004).
vector flow, IEEE transactions on Image Processify),  [22] Gleb Beliakov and Jim Warren, Appropriate choice of
359-369 (1998). aggregation operators in Fuzzy decision systems, IEEE
[6] Song Chun Zhu and Y. Alan, Region competition: Unifying Transactions on Fuzzy SystenSs;773-784 (2001).
snakes, region growing and Bayes/MDL for multiband [23]Ronald R. Yager, Including importance in OWA
image segmentation, IEEE Transactions on Pattern Analysis Aggregations using Fuzzy systems modeling, IEEE

Machine Intelligencel8, 884-900 (1996). . B Transactions on Fuzzy Systengs286-294 (1998).
[7]1D. Gatica-Perez and S. Ruiz-Correa, Extensive partitio

operators, gray-level connected operators, and region
merging/classification segmentation algorithms, |EEE
Transactions on Image Processih@, 1332-1345 (2001).

[8] P.K. Saha and J.K. Udupa, Optimum image thresholding
via class uncertainty and region homogeneity, IEEE
Transactions on Pattern Analysis Machine Intelliger®e,
689-706 (2001).

[9] Jia-Ping Wang, Stochastic relaxation on partions with
connectd components and its application to image
segmentation, IEEE Transactions on Pattern Analysis
Machine Intelligence20, 619-636 (1998).

[10]J. Xie and H.T. Tsui, Image segmentation based on

R. Harikumar received
his B.E (ECE) Degree
from REC (NIT) Trichy
1988. He obtained his
M.E (Applied Electronics)
degree from College
of Engineering, Guindy, Anna
University Chennai in 1990.
He was awarded Ph.D. in | &

maximume-likelihood estimation and optimum entropy- N C Engg from Ann&} universit_y
distribution (MLE-OED), Pattern Recognition Lettefs, Chennai in 2009. He has 24 years of teaching experience
1133-1141 (2004). at college level. He worked as faculty at Department of

[11] G. Hamerly and C. Elkan, Alternatives to themeans ECE, PSNA College of Engineering & Technology,
algorithm that find better clusterings, Proceedings of 11thDindigul. He was Assistant Professor in IT at PSG
International Conference on Information and Knowledge College of Technology, Coimbatore. He also worked as
Management, 600-607 (2002). Assistant Professor in ECE at Amrita Institute of

[12] G.H. Omran, A. Salman and A.P. Engelbrecht, Dynamic Technology, Coimbatore. Currently he is working
clustering using particle swarm optimization with 5o professor ECE at Bannari Amman Institute of
applicatiqn _in image segmentation, Pattern Analysis Technology, Sathyamangalam. He has published eighty

3] gb‘;ﬁgﬁg%a%grr‘lsg’o?;]?)‘(?:4\'(§ﬁg%?'Zhang and Dagan Feng O Papers in Intemational and National Journals and

’ : 'also published around more than hundred papers in

Hybrid Genetic and Variational Expectation-Maximization Int i | d Nati | Conf ducted
Algorithm for Gaussian-Mixture-Model-Based Brain MR nternational - an ationa onferences — conaucte

Image Segmentation, IEEE transactions on informationbmh in_India and abroad. His area of interest is Bio

technology in biomedicinel5, 373-380, (2011). signal Processing, Soft computing, VLSI Design and
[14] Yifeng Zhou and Jim P.Y. Lee, A Modified Expectation Communication Engineering. He is guiding nine PhD
Maximization Algorithm for Maximum Likelihood, IEEE ~ theses in these areas. He is life member of IETE, ISTE,
Conference on Signals, Systems and Computers, 613-61and member IEEE.
(2000).
[15] Xian Jinlong, Li Jianwu and Yang Yang, A New EM
Acceleration Algorithm for Multi-user Detection, |IEEE
International Conference on Measuring Technology and
Mechatronics Automatior,, 150-153 (2011).
[16] J. Kennedy and R. Eberhart, Particle swarm optimizatio
Proceedings of the IEEE International Conference on Neural
Networks, Perth, Piscataway, NJ, 1942-1948 (1995).
[17] John Canny, A Computational Approach to Edge Detection
IEEE Transactions on Pattern Analysis and Machine
Intelligence,8, 679-698 (1986).
[18] Ahmet M. Eskicioglu and Paul S. Fisher, Image Quality
Measures and their performance, IEEE Transactions on
Communications43, 2959-2965 (1995).

(@© 2015 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.9, No. 6, 3235-3243 (2015)www.naturalspublishing.com/Journals.asp %N//S' =) 3243

B.  Vinoth Kumar
received his B.E (EEE)
degree from Bannari Amman
Institute  of  Technology,
Sathyamangalam, Bharathiar
Uuniversity, Coimbatore
in 2002. He obtained his M.E
(Applied Electronics) degree

'ﬁ- from Government College

of Technology, Coimbatore in

2005. He has nine years of teaching experience at college
level. Currently he is working as Assistant Professor
(Senior Grade) in Department of EEE at Bannari Amman
Institute of Technology, Sathyamangalam. His area of
interest is Medical Image Processing, Soft computing,
and Pattern recognition.

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

	Introduction
	Material and Methods
	Edge Detection as a Component For Segmentation
	Quality Measures
	Results and Discussion
	Conclusion

