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Abstract: Medical surgery is considered as a difficult technique and needs to be performed by well-trained and experienced medical
personnel to complete the procedure. During a complicated surgery, an experienced surgeon at distant can provide sophisticated
instruction or guidance to help the operating surgeon when it is necessary. In this study, we have designed an interactive augmented
reality system for remote surgical assistance. The surgeonat the remote site can indicate or contour a region of interest (ROI) by
manually drawing on streaming images which were captured bythe camera at the local site. The coordinate of the ROI in the 3-D
physical space can be estimated by using the CT images of the patient. Therefore, the ROI and the anatomical information of the CT
images can be rendered on the captured images, overlaid on the patient and projected onto a head-mounted display of the local operating
surgeon, providing an across-space augmented reality visualization.
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1 Introduction

Performing medical surgery usually requires a lot of
experiences and many complicated technical skills.
Failure in an operation may cause the recurrence or death
of the patient. With the advancement in the field of
medical surgery, Image-Guided Surgery (IGS) has
become an important part of medical surgery.
Pre-operative medical images such as Computed
Tomography (CT), Magnetic Resonance Imaging (MRI)
or Ultrasound Image (US) were registered to the real
position of patient. By using the techniques of augmented
reality (AR) visualization [1], the registered medical
images can be overlaid on the real space and help
surgeons to verify the position of important targets.In
medical AR system, information of anatomical interest,
such as tumor or bone, is extracted from the registered
medical images, represented as a graphical object, and
then overlaid over a view of the real environment of the
observer. With the combined view on the physical space

and the medical imaging data, AR visualization can
provide perceptive advantages. Usually a movable camera
is used to record the physical world and the graphical
object is rendered on the captured video frames, enriching
the captured real surroundings of the observer. Therefore,
medical AR can help medical doctors to reduce the
difficulty of finding mentally corresponding regions in the
image space and on the patient.

During a complicated surgery, even with the help of
AR visualization, unpredictable situation usually
happens. Sometimes it requires a professional and
experienced surgeon to make some guidance or decision
at that very moment. But most of the time, maybe the
experienced surgeon is not in the place to provide the
helpful assistance. If the expert surgeon, who is not in the
place, can assist or guide the local surgeon during the
surgery immediately, it would be a great help for the
progress of medical surgery.

As stated above, development of remote surgical
assistance has its necessity [2]. It can also be applied to
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different fields of surgery [3,4,5]. Remote surgical
assistance interchanges audio and visual information
between a remote surgeon and the local surgeon. In [6], it
mentions the concepts of interactive remote surgery. Due
to the assistance of remote surgeon and the AR display at
the local site, the success rate of the operation can be
increased.

In traditional remote instruction, surgeons at the
remote site only select a region of interest (ROI) on the
images, which was captured and sent by the camera at
local site. After the ROI selection of the remote-site
doctor, the 2-D information of the ROI will be sent back
to the local site. Because of the viewpoint of the local site
may be changed, the 2-D information of ROI could not be
project on the camera image in the right position. To deal
with this problem, we propose a method to calculate the
3-D position of the selected ROI and apply it for AR
display in this study. Basically, this method utilizes the
line of vision of local-site camera and pre-registered
medical images to reach the goal. In addition, a
marker-less AR visualization was also implemented to
integrate the pre-operative medical image with the real
position of patient. The 3-D information of selected ROI
can be displayed on the local camera image even with the
viewpoint of local-site surgeon changes.

This paper is organized as follows. The framework of
the proposed system and the details of its components are
described in section 2. Experimental results and
discussions are revealed in section 3. Finally, the
conclusions and future works are revealed in section 4.

2 Methods

The main purpose of the proposed system is to construct a
platform that the remote surgeon can give some
instruction or guidance to the local surgeon. In addition,
the provided guidance can be seen through an AR display
at the local site. Fig. 1 shows the scenario for its
applications. If the local surgeon needs some guidance,
the system sends live video streaming to the remote site.
The video is captured by a camera fixed on a
head-mounted display (HMD) and the HMD is worn by a
surgeon at local site. Therefore, the remote surgeon can
provide surgical guidance or instruction by selecting
some ROIs on the screen manually and send it back to the
local site.

The flowchart of the proposed system is shown in fig.
2. This interactive remote AR system can be divided into
two parts: the local and the remote site. The local site is at
the location where surgeons perform operation. The
remote site can let surgeons at distant to offer surgical
assistance or guidance.

The remote site receives streaming video from the
local camera. ROI can be selected on a video image, and
the 3-D position of the ROI is then calculated by using the
extrinsic parameters of the local camera and the
pre-operative CT images of the patient.

Fig. 1: Application scenario of the proposed system

Fig. 2: Flowchart of the proposed AR remote surgical
assistance system

At the local site, operating scene is captured by using
a pre-calibrated camera which is fixed on a HMD. In
order to perform AR display, position and posture of the
camera should be known. A commercial spatial digitizing
device named NDI POLARIS Vicra [7] is utilized herein
to track a dynamic reference frame (DRF) installed on the
HMD. The DRF is formed with four spherical,
retro-reflective markers that reflect infrared light emitted
by the illuminators on the position sensor of the NDI
system. Since the detection range, related to the field of
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Fig. 3: Relationship of the coordinate systems

view (FOV) of the POLARIS Vicra, is limited, the
proposed system uses Kanade-Luzas-Tomosi (KLT) [8]
tracking method to track some pre-selected feature points
when the DRF-based tracking is failed. However, if the
KLT-based tracking fails, the proposed system needs to
ask to the user to move back to the FOV of the POLARIS
Vicra to re-initialize the DRF tracking. Last, the AR
visualization provides the fusion images by overlaying
the registered pre-operative CT images and the ROI on
the patient in the operating scene.

2.1 Transformation of the Coordinate Systems

Four coordinate systems are involved in the proposed
system comprises the NDI POLARIS VicraCNDI , the
pre-operative CT imagesCIMG, the HMD cameraCCAM,
and the DRFCDRF . Relationships among these four
coordinate systems are shown in fig. 3.

In order to perform the AR visualization, the
coordinate systems of the devices and the pre-operative
CT images should be integrated together in the same
coordinate system. Relationships among these
transformations are revealed in Eq. (1). When the camera
moves, the transformationCAM

NDI T between the coordinate
system of the physical space, which was set as the
coordinate of the POLARIS Vicra system, and the camera
coordinate system is needed to be estimated in order to
project the 3-D object onto the camera image.

CAM
NDI T =DRF

CAM T−1×NDI
DRF T−1 (1)

2.1.1 Transformation betweenCIMG andCNDI :

Before taking the pre-operative CT images, some skin
markers need to be attached on the patient as references
for CT/patient registration. Assume there are N markers
and these markers can be easily recognized on the CT
images. Their 3-D coordinates in the CT coordinate
system are denoted asPCT{m1,m2, ,mN}. On the other

Fig. 4: Calibration of the AR camera

hand, we use spatial digitizing devices, i.e., NDI
POLARIS Vicra herein, to get the 3-D coordinates
PNDI{n1,n2, ,nN} of these markers too. By using Eq. (2),
the transformationNDI

CT T betweenCIMG andCNDI can be
calculated by using Least Squares Method (LSM) [9].

PNDI =
NDI
CT T ×PDRF (2)

2.1.2 Transformation betweenCDRF andCNDI :

Since the DRF is installed on the HMD with camera, we
can getNDI

DRF T directly by using NDI POLARIS Vicra to
track the DRF.

2.1.3 Transformation betweenCCAM andCDRF :

Because that the DRF is attached on the HMD with
camera, the relationship betweenCCAM andCDRF is fixed.
As a result, the transformDRF

CAMT can be obtained by a
calibration step, as shown in fig. 4.

The calibration step is described as below: At first, the
POLARIS Vicra is utilized to get the 3-D coordinates of
corner points PNDI{n1,n2, ,nN} of a chessboard-like
pattern. The corners can be tracked on the images
captured by the moving camera, and the extrinsic
parameterCAM

NDI T of the camera can thus be calculated. By
using the POLARIS Vicra to track the DRF, we can get
NDI
DRF T . According Eq. (3) and Eq. (4),PNDI can be
transformed to CCAM and CDRF . Finally, the
transformationDRF

CAMT can be estimated by using Eq. (5).

PCAM =CAM
NDI T ×PNDI (3)

PDRF =NDI
DRF T ×PNDI (4)

PDRF =DRF
CAM T ×PCAM (5)
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2.1.4 Transformation betweenCCAM andCDRF :

Because the FOV of the POLARIS Vicra is limited, when
the DRF tracking fails,CAM

NDI T cannot be calculated
properly by using Eq. (1). Therefore, the tracking
procedure was considered in two situations: The DRF has
been tracked or The DRF tracking failed. If the system
can track the DRF, we will have the transformationNDI

DRF T
between coordinate systemCDRF and CNDI . With the
transformationDRF

CAMT which is obtained by the calibration
step,CAM

NDI T can be calculated by using Eq. (1), and the AR
visualization can be performed. If occlusion happens and
the DRF tracking fails, the proposed system uses KLT
algorithm to track some feature point whose 3-D
coordinates are obtained by using the probe of the
POLARIS Vicra beforehand. The KLT tracking algorithm
takes horizontal and vertical intensity gradient of a pixel
to calculate covariance matrix, and uses covariance matrix
to determine whether this pixel is a tracking feature
should or not. With 3-D coordinates of these feature
point, 2-D image points which are tracked by KLT, and
intrinsic parameters of the camera, we can calculate the
extrinsic parameters of the cameraCAM

NDI T by using Eq. (6).




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s


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



fx 0 cx
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0 0 1
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where s is a ratio of image scaling. (xn,yn) are the
coordinates of the feature point on the camera image.fx,
fy, Cx andCy are intrinsic parameters of the AR camera,
and they stands for camera focus and image center,
respectively.

[

RRR TTT
]

3×4 are extrinsic parameters of the
AR camera. (Xn,Yn,Zn) are 3-D coordinates of feature
points which are obtain by the probe of the POLARIS
Vicra.

2.2 Calculating 3-D Coordinates of ROI

The remote surgeon can select an ROI on the streaming
video, which is captured from the local-site AR camera.
Because of the viewpoint of local-site camera will change,
the ROI which is selected from image of the 2-D camera
will not be on the right place if the camera is moved. Here
we will explain how to reconstruct the 3-D coordinates of
the ROI from the remote-selected 2-D ROI.

At first, by applying a user-defined threshold of
Hounsfield value, we can separate the pre-operative CT
into head region and background region. The first outer
contour of the head region can be found by using a
chain-code-based contour detection algorithm to obtain
the facial point cloud from the pre-operative CT images.
The contour detection algorithm applied herein was
obtained from the Intel OpenCV library [10]. By using
Eq. (2), the coordinates of CT point cloud can be changed

Fig. 5: ROI 3-D reconstruction using camera line of vision

to the coordinate system of NDI. Assuming a 2-D point
on the image captured by the camera, by using the
intrinsic and extrinsic parameters of the camera, we can
calculate a vector L from the origin of cameraOc to the
surface of the object, which can be represented as Eq. (7).
Because of the 3-D point which projects this image point
must be on the line, we search in the CT point cloud to
find several pointsIp whose distance fromL is below a
thresholdh, as shown in Eq. (8). The notationt is a
scaling factor, andp stands for a point in CT point cloud.
However, this criterion may find several candidate points.

By applying Eq. (1), we can change these points to the
camera coordinate system and pick up the pointI

′

p which

is the closet point toOc. We assign this pointI
′

p as the 3-D
point of this image point. This method is illustrated in fig.
5.

L = Oc+→ Lt (7)

I
′

p = argmind(Ip,Oc), i f d(ppp,L)< h (8)

2.3 Network Transmission

The network transmission of the proposed system is
established on a simple point-to-point data streaming
based on TCP-IP protocol. The video stream captured by
local-site camera is sent to the remote site, and the remote
site locates an image buffer to receive the streaming
images. Intuitively, after the remote site selects the ROI
and sends this information back to local, 3-D coordinates
of the ROI will be computed at the local site. However,
this data sending approach suffers the problem of
synchronization. In other words, frames seen by the
remote-site surgeon will keep changing because the local
camera is not always at the same place. Our system has a
simple mechanism to solve this synchronization problem.
When the remote-site surgeon starts selecting ROI, the
image on the remote screen will be fixed and the extrinsic
parameters of the local-site camera at this moment will be
recorded. After ROI selection complete, 3-D coordinates
of ROI will be computed by using the recorded camera
posture.
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(a)

(b)

(c)

Fig. 6: AR display (a) when DRF tracking is available (b)
when DRF tracking is failed and instead by using KLT
tracking (c) another view when DRF tracking is available

3 Experimental Results

The proposed system utilized Microsoft Visual Studio
2008 as development platform, and was implemented by
C++ language with three open source libraries, OpenCV,
ARToolKit [11] and OpenGL [12]. The HMD device used
here is Iwear-VR920 from VUNIX Inc., which is
integrated with a webcam and a DRF. The image
resolution of the webcam is 640 x 480.

A plastic phantom, as shown in fig. 6 (a), was used to
demonstrate and evaluate the proposed system. Five skin
markerswere attached to the phantombefore CT scans so
they can be utilized for CT /patient registration.

First, an example shown in fig. 6 is used to
demonstrate the DRF-based tracking and the KLT-based

Fig. 7: ROI selection at remote site

tracking. When DRF is detected by the POLARIS Vicra,
the 3-D model, which is reconstructed from the
pre-operative CT image, will be projected onto the image
captured by the AR camera through the extrinsic
parameters calculated by DRF detection, as shown in fig.
6. The yellow points in fig. 6(a) represent the 2-D feature
points which are projected by using extrinsic parameters,
which are estimated by using the DRF detection. When
DRF tracking is out of FOV, the KLT-based tracking is
utilized to track these 2-D feature points. Since the 3-D
positions of these 2-D points are known, the tracked
feature points (green points) can thus be utilized to
compute the extrinsic parameters, as shown in fig. 6 (b).
Fig. 6(c) illustrates another view when DRF tracking is
available again.

Fig. 7 shows an example when a remote surgeon
selects a ROI on the image, which was sent from the local
camera. The coordinates of the pixels on the selected ROI
are then sent back to the local site, and the 3-D
coordinates of the ROI will be computed by using Eq. (7)
and Eq. (8). The AR visualization of the selected ROI and
the reconstructed CT surface at local-site screenare shown
in fig. 8 (a). In fig. 8(b), we can see that even the
viewpoint of local-site is changed, the ROI can still be
projected at the right position.

Last, the accuracy of the AR alignment was evaluated.
As shown in fig. 9, eight feature points which are
localized by the probe of POLARIS are utilized here as
gold standard, compared with the eight 3-D points which
the proposed system reconstructed. The target registration
error (TRE) was computed by estimating the Euclidean
distance between the corresponding points. The camera
was placed at different distances, ranged from 30 50 cm,
away the object with different view angels, which were
ranged from -60 to 60 to evaluate the registration errors,
as shown in fig. 10. Fig. 11 shows the images captured by
the AR camera at different locations and view angels.

Table 1, table 2 and table 3 shows the results of TRE
estimation when the camera was placed at 30, 40 and 50
cm, respectively. The notation N/A stands for either that
the target points was invisible caused by self-occlusion or
that the DRF was out of range of the NDI detector.
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(a)

(b)

Fig. 8: (a) AR visualizationof the selected ROI and the
reconstructed CT images (b) observation from another
viewpoint

Fig. 9: Accuracy evaluation on AR display

From the results in these tables, although the TREs
seem slightly smaller when the camera is at zero degree,
it does not show significant different from the other
angels. In addition, the distance factor of placing the AR
camera does not affect the accuracy of registration too. It
means that when the system is operated within the FOV
of the POLARIS Vicra tracking system, the error is
consistently in the range of 3≈5 mm. The error may be

Fig. 10: The camera locations for accuracy evaluation of
AR registration

(a) (b) (c)

(d) (e) (f)

Fig. 11: Images captured when camera is at different
location with different view angel. (a) 30cm, -30◦ (b)
30cm, 0◦ (c) 30cm, 30◦ (d) 40cm, -30◦ (e) 40cm, 0◦ (f)
40cm, 30◦

Table 1: TREs when camera is placed 30 cm away from
the phantom

-60◦ -30◦ 0◦ 30◦ 60◦ Ave.
Point 1 3.89 2.48 2.26 3.9 5.33 3.57
Point 2 5.2 3.39 1.08 4.86 2.05 3.32
Point 3 3.76 3.55 4.11 6.22 N/A 4.41
Point 4 3.99 5.02 2.03 5.64 6.03 4.54
Point 5 N/A 4.59 3.92 2.6 1.54 3.16
Point 6 N/A N/A 3.49 3.36 2.45 3.1
Point 7 2.94 1.79 2.01 2.59 2.77 2.42
Point 8 3.4 3.02 3.02 3.55 2.43 3.08
Ave. 3.86 3.4 2.74 4.09 3.22
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Table 2: TREs when camera is placed 40 cm away from
the phantom

-60◦ -30◦ 0◦ 30◦ 60◦ Ave.
Point 1 5.15 2.5 2.84 1.74 2.67 2.98
Point 2 5.13 3.1 3.56 0.99 6.5 3.85
Point 3 3.8 2.62 4.13 4.94 N/A 3.87
Point 4 3.16 6.9 3.84 5.73 6.58 5.2
Point 5 N/A 4.45 2.63 2.84 2.84 2.98
Point 6 N/A N/A 3.23 2.99 2.31 2.84
Point 7 3.8 4.98 2.8 3.78 2.1 3.49
Point 8 5.15 4.71 4.12 2.82 2.3 3.82
Ave. 4.36 4.18 3.39 3.22 3.4

Table 3: TREs when camera is placed 50 cm away from
the phantom

-60◦ -30◦ 0◦ 30◦ 60◦ Ave.
Point 1 N/A 2.04 2.39 2.01 N/A 2.15
Point 2 N/A 2.29 2.55 3.7 N/A 2.85
Point 3 N/A 2.79 3.4 5.8 N/A 3.99
Point 4 N/A 6.44 2.69 5.7 N/A 4.94
Point 5 N/A 5.14 4.28 3.54 N/A 4.32
Point 6 N/A N/A 4.08 3.75 N/A 3.91
Point 7 N/A 2.77 2.71 2.51 N/A 2.66
Point 8 N/A 4.27 4.35 4.19 N/A 4.27
Ave. N/A 3.67 3.3 3.9 N/A

(a) (b)

Fig. 12: Example to demonstrate the AR visualization on
a person

caused by the CT/patient registration orCAM
NDI T estimation

in the step of AR camera calibration.

Last, we applied the AR function of the proposed
system on a real person. The results of AR visualization
at different viewpoints are shown in fig. 12 (a) and (b).
The sagittal plane of CT is overlaid on a testing person
and the red spot is an interest target indicated from remote
site. When the help of AR visualization, the proposed
system provides spatially coherent anatomical
information to observers and is expected for applying on
other potentially medical applications.

4 Conclusions and Future Works

In this paper, we have designed an interactive AR system
for remote surgical assistant, which can also be applied on
surgery training. Remote-site surgeons can manually
draw an ROI on the streaming video and then send their
assistance or guidance back to the local site. In addition,
the pre-operative medical images can also be fused on
real camera scene with the ROI indicated from the remote
site to perform an AR display. So far, the AR registration
error is ranged from 3≈5 mm and it may be too large to
satisfy some high-accuracy-demand medical applications.
The first priority in our future works will be focused on
raising the accuracy of AR registration. Furthermore, the
operation range of the proposed system is still constrained
by the FOV the POLARIS Vicra. Applying another
spatial tracing hardware or developing pure
computer-vision tracking algorithm is under
consideration to breaking this limitation.
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