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Abstract: Previous researches on digital audio watermarking has shown that effective techniques ensure inaudibility, reliability,
robustness and protection against signal degradation. Crucial to this is the appropriate position of the watermark in the files. There is a
risk of perceivable distortion in the audio signal when the watermark is spread in the audio spectrum, which may result inthe loss of
the watermark. This paper addresses the lack of an optimal position for the watermark when spread spectrum watermarkingtechniques
are used. In an attempt to solve this problem, we model various positions on the audio spectrum for embedding the watermark and
use a neural network (feed forward neural network) to predict the best positions for the watermark in the host audio streams. We are
able to determine optimal position. The result of the neuralnetwork experiment formulated within the spread spectrum watermarking
technique enables us to determine the best position for embedding. After embedding, further experimental results on the strength of
the watermarking technique utilizing the outcome of the neural network show a high level of robustness against a varietyof signal
degradations. The contribution of this work is to show that audio signals contain patterns which help determine the mostappropriate
points at which watermarks should be embedded.
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1 Introduction

Digital watermarking provides a promising solution to
copyright protection. A watermark that contains
information is embedded into the carrier file. The carrier
medium tends to be in the form of text, video, audio or
image format, while the watermark tends to be in either
image or text format [1–7] The watermark can only be
extracted by applying specified extracting techniques.
From the viewpoint of human perception, watermarks can
be categorized as visible, invisible or fragile [1,2]. Visible
watermarks are applicable to image and video files where
the embedded watermark remains visible, although it is
sometimes transparent. Invisible watermarks remain - as
their name implies - hidden in the content and can only be
detected by an authorized agency. Fragile watermarks are
destroyed in the course of any attempt to manipulate data.

Audio watermarking perceptibility falls only within the
scope of the human auditory system (HAS) [8–10]. The
scope of this paper is limited to the process of digital
audio watermarking using spread spectrum techniques
because it is the most successful and secure method [11].
Spreading the watermark throughout the spectrum of an
audio file ensures greater security against attack. When
using the spread spectrum technique, the watermark is
inserted into the highest magnitude coefficients of the
transformed audio file [12]. Thus, any low bin within
those positions would be difficult to detect, intercept or
remove. However, when a watermark is spread within the
high-frequency spectrum of the carrier file, it can
introduce perceivable distortion into the host signal, and
can be detected by gradual filtering inspections of the
entire carrier file [13–15]. It may also be exposed to
signal degradation techniques caused by subsequent
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modifications or alterations. There is a high probability
that the host or carrier file will be unable to withstand
common reverse random processes, and a bit sequence
might be re-established which could disrupt or override
the watermark spectrum [16–19], resulting in damage or
loss of the watermark file [20–23]. This would make it
difficult to determine the strength of spread spectrum
watermarking. To address this drawback, a modified
trained sequence of each segment in the frequency
domain for the watermark inserted into the audio stream
file is collected. An artificial neural network (ANN) is
used to model them in order to determine those positions
which provide a good result. It is not the embedding or
extracting process of a watermark that is modelled by
neural networks, but rather the positions of the sequence
of watermark segments in the frequency domain of the
carrier file in which the watermark is embedded by the
spread spectrum technique. The neural network model is
capable of effectively predicting the most suitable
position within the spectrum of the carrier file. The
commonly used spread spectrum technique of
determining watermark positions is a trial and error
method which is time consuming and has no
justification [24]. Prediction using a neural network is
more accurate than conventional statistical, mathematical
and econometrics models [25]. The rest of this paper is
organized as follow: Section 2 describes techniques used
in audio watermarking. Section 3 describes the proposed
method. Section 4 describes results following by
discussion. Finally, the conclusion of this work is
described in Section 5.

2 Audio Watermarking Techniques

Digital watermarking falls into the classification of
‘watermarking by carrier medium ’, which allows
imperceptible embedding (in other words, hiding) of
digital information into audio content so that this
information cannot be removed without damaging the
original audio quality [1]. The embedded inaudible
information can be retrieved and used to verify the
authenticity of the audio content, and identify its owners
and recipients; it also serves as an event trigger [1–3].
Audio data exists in signal form and analysis is in both
time-domain and frequency-transform domains, therefore
the watermarking technique will follow these.
Generally, to embed watermark data into an audio stream
requires the transformation of the watermark into a binary
format and, to some extent, to an encoded state. Different
methods of transformation involve discrete Fourier
transform (DFT), discrete cosine transform (DCT) and
discrete wavelet transform (DWT) [26–28], If ģ(x)
represents binary watermark data and ģ(x) ∈ −1,+1 this
can then be directly embedded into the audio signal, say
f (x) in its time/spatial or transform domain. However, in
the time/spatial domain, the audio signal is manipulated
directly, whereas in the transform domain, it needs to be

changed into a transform representation. Ifh(x)
represents the degree of strength of the watermark as a
function of time, spatial or transform domain coefficient,
then the embedding procedure will yield a watermarked
data f ′(x) where

f ′(x) = f (x)+h(x).ģ(x) (1)

In this case, the watermark ģ(x) with the technique
control functionh(x) is embedded directly into the audio
signal, and as a result it will be extracted when it is
subtracted from the watermarked file. On the other hand,
the watermark ģ(x) and the technique control function
h(x) undergo the following procedure:

f (x).[ģ.h(x)+1]
f (x)[h(x)+1]

(2)

To yield a watermarkedf ′(x) , extraction of the watermark
from the watermarked file will follow this procedure:

f (x).[ģ.h(x)+1]. f (x)[h(x)+1] (3)

In another approach, the watermark can be embedded in a
non-linear state, where the procedure involves
quantization of the audio host signal as follows, by
perturbating the quantized technique control functionh(x)
through

{[

f (x)
f (x)

]

+
1
4
.ģ(x)

}

.h(x) (4)

Thus, the reverse of the embedding leads to extraction; by
quantizing the watermarked file with a similar technique
control function, the watermark is removed from the
watermarked signal.

2.1 Audio Watermarking Based on Least
Significant Bit

The least significant bit (LSB) audio-base watermarking
technique is the simplest way to embed a watermark into
an audio signal [29]. This involves direct substitution of
LSB at each audio data sampling point by a watermark
coded binary string; the substitution operation hides the
bits to substitute the original. This obviously introduces
audible noise at a specific point within the content of the
audio signal. Any attempt at resampling the content of the
audio signal or compression will lead to the loss or
destruction of the watermark [30].

2.2 Embedding an Audio Signal Echo

An echo-hiding algorithm embeds a watermark into a
host audio signal by inserting a small watermark as an
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Fig. 1 Echo adjustable parameters.

echo that is perceptible by humans [31]. Since the human
ear is used to hearing this slight resonance of sound,
adding small amounts of echo within its three parameters
(initial amplitude, decay rate and offset) as shown in
Figure 1, will not significantly impair the quality of the
sound. Since echoes are generated naturally in most
sound recording environments, when the original source
signal and the echo decrease in the frequency domain,
both signals merge to an extent where the offset is so
negligible the human ear will not differentiate between
them [32]. Unfortunately, the efficiency of this technique
in audio watermarking depends on the fact that an echo of
less than 1/1000 second is not perceptible by humans
because of the weak property of HAS [31]. This means
that an increase in the embedded watermark will affect
delivery of pure sound quality.

2.3 Phase Coding Audio Watermarking

This technique relies on the phase difference of the audio
segment, that is, the short-term phase of the signal over a
small time interval [33]. The phase segments are
preserved and the watermark will be embedded. When the
phase signala(t) = cos(2πxt) is with another phase
a(t) = cos(2πxt) in an audio stream over a short time,
then exits and later gets out of phase by a constantφ0 in
the form a(t) = cos(2πxt) + cos(2πxt + φ0) , this
difference cannot be detected by HAS [33] until the
constants are completely out of phase. That is, the degree
of phase difference becomes high, as in this form

a(t) = cos(2πxt)+ cos[(2πxt+φ0+φt ] (5)

Thus, the phase differences between segments of audio
streams are utilized to embed the watermark.
Unfortunately, if a single segment within a phase is
removed, compressed or reassembled, it will lead to
damage or loss of part of the watermark, which will
eventually affect the entire watermark.

Fig. 2 DSSS encoding method.

2.4 Embedding on Spread Spectrum of Audio
Signal

Spread spectrum (SS) refers to the communication signals
generated at a specific bandwidth and intentionally spread
in a communication system. In the process, a narrow-band
signal is transmitted over a large bandwidth signal [31],
making it undetectable as it is overlapped by the larger
signal. SS is used in watermarking because the watermark
to be embedded in the carrier file consists of a low-band
signal that is transmitted through the frequency domain of
the carrier file in the form of a large-band signal. The
watermark is thus spread over multiple frequency bands
so that the energy of one bin is very low and
undetectable [33]. It becomes more difficult for an
unauthorized party to detect and remove the watermark
from the host signal.
There are two types of spread spectrum: the
frequency-hopping spread spectrum (FHSS) and the
direct-sequence spread spectrum (DSSS). In DSSS (see
Figure 2), a watermark signal is embedded directly by
introducing a pseudo-random noise sequence (PN), which
implies that a key is needed to encode and decode the
bits [31]. In FHSS, it is customary for the original audio
file to be transformed into the frequency domain using the
DCT, as follows:

Wx(q) = DCT[wx(n)] (6)

where x is the length of the audio signals; hence the PN
sequence is used to select randomly from a set of
predefined frequencies which are used to control the
carrier frequency of the data signal [33, 34]. The carrier
frequency ‘hops ’across the spectrum at set intervals of
time, and in a pattern determined by the PN
sequence [35].

3 Methodology

The approach of this study is closely related to [36] and is
presented in Figure 3. The audio carrier file and the image
watermark file constituted the payloads. At first, both files
were transformed into their frequency domains. Then, they
were presented as the input in the artificial neural network
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Fig. 3 The proposed watermarking technique.

Fig. 4 Two audio carrier files and the watermark image file.

model to determine the best position for the watermark to
be embedded into the carrier file. The watermark file was
embedded and the sequences of the spectrum were rebuilt
and a new watermarked audio file was formed.

3.1 The Host and Watermark Files

In this study, two audio files were chosen as the carrier
files (Main1.wav and Quraish.wav) and a single image
file was chosen as the watermark file (logo.bmp) as
shown in Figure 4. The audio signal of Main1.wav and
Quraish.wav had the following parameters: sampling rate
44, 100Hz, resolution 16 bit, hit rate 705 kbit/sec, and
mono. The watermark file was aMM = 8484 binary
image, shown in Figure 4, which was used as the
watermark for both audio signals. To achieve a good
trade-off among the conflicting requirements of
imperceptibility, robustness and payload, the audio block
sizebb was 1515, the fixed quantization step size∆ = 0.5
and the fixed dither valued = 1.

3.2 Predicting Embedding Positions by
Artificial Neural Network

Predicting the best positions to embed watermarks in an
audio signal aims to maximize the robustness of the SS

technique against attacks and make it easier to detect
embedded bits in case of loss of synchronization.
Embedding and extraction of the watermark (logo.bmp)
on host audio files (Main1.wav and Quraish.wav) (see
Figure 4) using the SS technique were carried out first.
This was done several times and at each iteration the
corresponding watermark bits and host file bits were
recorded. The degrees of robustness against attacks were
also recorded. These are used as our dataset for the neural
network experiment. The audio file signal to be
watermarked is inz∈ RN which is modelled as a random
vector wherezi is the total length of the audio signal
containing a set of values that are independently and
equally distributed with standard deviationφz , such that

1
2
(z[i]∼ N(0,φ)) (7)

Where z is segmented into non-overlapping segmentsi
with segmentn. The ith segmentzi containsn number of
samples represented as follows:

zi =
{

zi,1,zi,2, ...,zi,n

}

(8)

where zi, j represents thejth number of ith. Thus, the
magnitude of the audio spectrum traverses each segment
or sub-band of a frame of the audio signal. The segments
of the host audio signal are subsequently divided into 131
frames, each containing 1024 samples. Each frame is
further segmented into 32 sub-bands, each sub-band
containing 32 samples using the following equation:

S(i) =
1
n

j=1

∑
n
|zi, j |, i = 1,2...|,Q (9)

Where Q is the total number of segments. For each
segment, DCT is performed to obtain both the mean value
and the maximal peaks. This marks the end of the
pre-processing step. A pilot test was carried out for the
binary of those segments where the position for
embedding will be predicted by using the well-trained
feed forward neural network, for which it returns the
desired position. This is for each audio sub-segment
within the finite length of the input in

Z =
{

zi |S(i)≥ X, i = 1,2, ...,Q
}

(10)

whereZ represents the collections of sound data that are
spread within the line that indicates the fitness of the
entry. The maximum entry is obtained byX when each
frame consists of 32 sub-bands, each sub-band containing
32 samples. Ifs′ represents a single segment, and is
divided into s′1 and s′2 with ρ1 and ρ2 sample, then the
synchronization code and watermark are embedded into
s′1 ands′2 respectively, while masking the threshold for the
sub-band to establish a synchronization code sequence
and initialise the sample starting position. The gathered
watermark bit, host audio bit and watermarked bits are
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finally prepared for ANN experiment. Conventionally,
this is a mathematical representation of biological neural
systems which are able to process vast streams of data
quickly [19]. Using neural networks to determine a
suitable position for the watermark in the audio host file
involves creating networks made up of simple ‘artificial
neurons ’which process information. They function much
like the human brain, by learning from past experience
and detecting novel ways to solve a problem [37]. Such a
network is connected with input, hidden and output
layers, and neurons distributed in the layers. The input
and output neurons are determined by independent and
dependent variables of the problem to be solved.
The data in our study were normalized to improve
prediction accuracy [38] in a range of -1 to 1. Using
equation 11

x′ =
0.9−0.1

xmax− xmin
x+

(

0.9− 0.9−0.1
xmax− xmin

xmax

)

(11)

where x signifies the initial training data,x′ the
normalized value, andxmax and xmin the maximum and
minimum values of the same input node in all the training
samples. The data was divided into 70%, 15% and 15%
for training, validation and testing, respectively, according
to convention in Beale et al. [39]. The watermark signal
sequences generated from equation 3 were mapped to the
overall segments of the audio files which were fed onto
the multilayer perceptron neural network during the
training phase.
The NN used in this research comprised input, hidden and
output layers as typically represented in the structure
shown in Figure 5. NN can consist of several hidden
layers. According to established theory, as described
in [40], a single hidden layer is sufficient to approximate
any function with arbitrary accuracy. Determining the
number of hidden neurons, however, has no ideal
framework [19]. In this study, the commonly used trial
and error technique is applied [41] to determine the
optimal number of hidden neurons, which was found to
be ten. Input and output layer neurons corresponded to
independent and prediction horizons, respectively [42].
The number of neurons in the input layer corresponded to
the embedded image, and the output of 1 corresponded to
a one-step prediction of embedding positions. In Figure 5
(the figure of NN with inputs fromx1, ...,x10,h1,h2...hn
wheren= 10, according to the equation and output y), the
neurons distributed in the NN structure layers operated by
summing its weighted input vectors and transferring the
computed results through a non-linear transfer
function [43]. Training NN is a non-linear, unconstrained
minimization problem that minimizes the weights of a
NN by iteratively modifying them to minimize the MSE
between predicted and target values for all output neurons
over all input vectors [44]. Several learning algorithms
have already been discussed in previous studies, such as
conjugate gradient descent algorithms, quick propagation,
resilient back propagation and scaled conjugate gradients.

Fig. 5 Model of a multilayer perceptron neural network with one
hidden layer.

This experiment usedLevenberg− Marquardt, as
empirical evidence by [42] suggests that it performs better
than other fast learning algorithms in terms of prediction.
In the present study, a sigmoid transfer function is used to
transfer the embedded image from input neurons to
hidden neurons (see Table 1). At the output layer, a linear
activation transfer function is used as recommended
by [42], since the sigmoid is at the hidden layer and using
a non-linear transfer function may restrict the output
values to a limited range [45]. In addition, in the majority
of previous studies, a sigmoid activation function was
employed [40]. At each hidden layer neuron, output is
computed using equation (14); output at the output
neuron is also computed using equation (14).

f (x) = (1+exp(−x))−1 (12)

x j = (1+exp(−x))−1

(

n=10

∑
i=1

xiwji +wj0

)

(13)

f (x) = X (14)

y=
m

∑
j=1

Xjwk j +wk0 (15)

According to the equations,xi represents the embedded
image which is the input variablewji , andwjk represents
weights connecting the input and hidden neurons, thus
forming the connection between the hidden and the output
neurons. The threshold for bias ofith andkth neurons is
wj0 andwk0, respectively. The numbers of neurons for the
layers arei, j andk. In equation (15), y is compared with
the target output for training datasets, and the computed
output differences are summed together to generate error
function (Er). Er is computed using equation (16):

Er= 0.5(Predicted embedding position-embeddd position)2

(16)
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Table 1 Summary of the nn model architectural configurations

Parameters Configurations
Hidden neurons 10
Hidden layers 1
Input neurons 10
Input layer 1
Output layer 1
Learning algorithms LM
Transfer function at hidden layer Sigmoid
Transfer function at output layer Linear

where the most widely used MSE serves as an error
measure [19]. The lower the value of MSE, the better is
the result. A value of 0 MSE means perfect prediction.
In the simulated experiment, a multilayer perceptron is
selected to contain input, hidden and output nodes, with
5, 3 and 1 nodes respectively. The segmented audio
signals are categorized into two parts, one part being used
for multilayer perceptron training and the other part for
testing to improve prediction accuracy and prevent the
hidden layer neurons from saturating [46].
At the hidden and output layers, the sigmoid function
f (x) and linear function were used as recommended
in [42]. The network model was run 15 times (see Table
2) to confirm the result. The training, as stated earlier,

Table 2 Descriptive statistic of the neural network experiment

N Minimum Maximum Mean Std. Deviation Variance
Iteration 15 8 19 11.6 3.41844 11.686
Training 15 54.56 289.17 132.706 75.91107 5762.49
Validation 15 60.4 434.14 155.6765 123.64368 15287.759
Testing 15 86.47 443.78 195.1967 120.7473 14579.911
Time Complexity 15 0.01 0.06 0.0247 0.01642 0

involves loading the inputs to the network which the
network then runs, and is then adjusted according to its
error. The 15 experimental runs which were carried out
resulted in a minimum output of 54.56 and a standard
deviation of 75.9, less than the mean which indicated an
appropriate sequence of training. The validation measured
network generalization and halted training when the
generalization stopped improving. The mean value
arrived at after the 15 experimental runs was greater than
the standard deviation of 123.64368. The testing had no
effect on training and thus provided an independent
measure of network performance during and after
training. The total testing sum of the network model
resulted in 2927.95, which constituted the highest
variable. Optimal architecture of the NN was found to
have 10 input neurons, 20 hidden neurons and one single
output neuron, since the model was designed to predict
the most suitable position for embedding the watermark
in an audio file. The extracted normalized data was

Fig. 6 Training state.

Fig. 7 Validation check.

partitioned according to the ratio 80%,10%,10%
representing training, validation and testing datasets,
respectively, although there was no fixed ideal framework
for the data partitioning ratio. The chosen partition ratio
was adopted from [19]. MSE was the chosen performance
indicator, and the neural network was trained with
Levenberg−Marquardt learning algorithms. The training
state is depicted in Figure 6; optimal validation was
obtained at epoch 8, as shown in Figure 7, and all-datasets
fit is seen in Figure 8. The predicted watermark positions
comply with the data payload, which is the number of bits
that can be embedded into the audio signal within a unit
of time and is measured in bps (bits per second). It is
determined by the length of the host audio signal and the
watermark size given byP = M

L where P is the data
payload,M is the size of the watermark andL is the
length of the audio signal.

3.3 Embedding the Watermark

Following the NN experiment for a specific dataset for this
study, the binary of the watermark for which good results
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Fig. 8 Training, validation, testing and all-datasets fit.

were obtained is pre-processed. The watermark image file
is transformed fromW to WI , where

W1 =
{

s1(i, j),0≤ i < M,0≤ j < N
}

(17)

Its one-dimensional sequence of ones and zeros is as
follows:

W2 =
{

s2(q) = w(i, j),0≤ i < M,0≤ j < N,

q= i ×Nj ,w2(q) ∈ 0,1
}

Each bit in the segments′n of the watermark data is then
mapped into the preceding audio segment
s′n(q)(q = 0,1, ...,M ×N−1) selected by L2

(M×N) samples
in the sequence, according to the following equations:

W3 =
{

s3(q) = w − 2 × s2(q),q =

0,1, ...,M × N − 1,w3(q) ∈ −1,1
}

In each of the

preceding segmentss′n , they are transformed into DCT,
giving rise to the DCT coefficients of
s′2(q)

P,h′2(q)
P,h′2(q)

P−1, ...,h′2(q)
1. This means that

s′2(q)
P is the common sample signal and

h′2(q),h
′
2(q)

P−1, ...,h′2(q)
1 indicates the complete

depiction of the signals in the following state:

h′2(q)
P =

{

s′2(q)(u)
P,q= 0,1, ...,M×N−1,

0≤ u<
L

M×N×2P

}

(18)

While a quantizing values′2(q) maintains the state, the
watermarked sequence of datas1(q) is then embedded

into the audio segments, in the following phase:

s′n(q)(u)
P=











s′n(q)(u)
P− s′n(q)(u)

P+ k i f wn(q) = 1,

s′n(q)(u)
P− s′n(q)(u)

P− k i f wn(q) =−1,
(

q= 0,1, ...,M×N−1,0≤ u<
L

(M×N×nP)

)

Thus, the embedding follows the equation below:

s′2(q)(u)
P=











s′2(q)(u)
P− s′2(q)(u)

P+ k i f w3(k) = 1,

s′2(q)(u)
P− s′2(q)(u)

P− k i f w3(k) =−1,
(

q= 0,1, ...,M×N−1,0≤ u<
L2

(M×N×2P)

)

Following some series of embedding and applying
attacks, it was realized that the scheme needed
improvement in the embedding, through the trained
positions from the audio and watermark inputs for the NN
model. There follows a sequence of treating each segment
of the audio separately. The watermark is then
represented by the sequencew which is a vector
pseudo-randomly generated inw∈ ±1N. Each elemenwi
is usually called a ‘chip′. Watermark chips are generated
in such a way that they are independent of the original
recordingz. The marked signala is created bya= z+βw
whereβ signifies the watermark amplitude.

Z0
2(x)(y)

B =



























ziX−∆(z0
2(x)(y)xi ,S)B×ν((zi)+ zi|z0

2|)+
X, i f wi(k) = 1

ziX−∆(z0
2(x)(y)xi ,S)B×ν((zi)+ zi|z0

2|)+
X, i f wi(k) =−1

k= (0,1, ...M×N−1;0≤ t < q|M×N×2B)

Z0
2(x)(y)

b =



























1 i f wi(k) = 1ziX−∆ (z0
2(x)(y)xi ,S)b×ν((zi)

+zi |z0
2|)≥ S/2 f or i = 1,2, ...X

0 i f wi(k) = 1−ziX−∆ (z0
2(x)(y)xi ,S)B×ν((zi)

+zi |z0
2|)≥ S/2 f or i = 1,2, ...X

k= (0,1, ...M×N−1;0≤ t < q|M×N×2b;b= B,B−1, ...,1)

where Z0
2(x)(y)

B constitutes the original segments and
Z0

2(x)(y)
b the segments into which the watermark is to be

embedded. If the watermark bit isx, then shiftx′ as shown
in equation 14, otherwise ifx = −1 , place the bit. The
first approach is applied in Figure 9 (Quraish.wav) and
the watermarked version is shown in Figure 11 with
PNSR 45.06dB. The second embedding is applied to
Main1.wav, as shown in Figure 10, and the corresponding
watermarked version is presented in Figure 12.
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Fig. 9 Original digital audio (Quraish.wav).

Fig. 10 Original digital audio1 (Main1.wav).

Fig. 11 Watermarked Main1.wav (PNSR=45.06dB)

Fig. 12 Watermarked Quraish.wav (PNSR=45.06dB).

3.4 Detecting and Extraction of the Watermark

Synchronization code detection refers to the process of
checking the synchronization code, it is commonly called
resynchronization as it is the reverse of synchronizing
audio data segments to detect any anomaly. The
watermarked audio signalW′ is segmented intoSi where
i = 1,2, ...,M×M of sizew×w andMM is the number of
bits in the watermark image. Thus, we first establish the
start position by representingx · y as the normalized inner
product of vectorsx and y,i.e. x · y ≡ N−1σixiyi with
x2 ≡ x · x. In the case whereP is introduced asp2 = 1,
inverse DCT is performed on each segments∗(q), and we
proceed as follows:s∗(q)P,h∗(q)P−1, ...,h∗(q)1 Thus, a
watermark (let us call itP) is detected by correlating a
given signal vectorq with P:

O(q, p) = q · p= E[q · p]+N′
(

0,
az√
N

)

. (19)

and subsequently extracted from each of the preceding
segments in the following:

w′
n(q) =











1 i f s∗(q)P > 0,

−1 i f s∗(q)P ≤ 0

(q= 0,1, ...,M×N−1)

In the second case, the synchronization code can be
extracted by

Z0
2(x)(y)

b =



























1 i f wi(k) == 1ziX−∆(z0
2(x)(y)xi ,S)b

×ν((zi)+ zi |z0
2|)≥ S/2 f or i = 1,2, ...X

0 i f wi(k) == 1− ziX−∆(z0
2(x)(y)xi ,S)B

×ν((zi)+ zi |z0
2|)≥ S/2 f or i = 1,2, ...X

4 Evaluation of the Technique

To ensure that the technique used does not alter the host
file, peak signal to noise ratio (PSNR) is used. PSNR has
been used to evaluate the quality of watermarked audio
after embedding the watermark and it is represented by

PNSR(X,X′) = 10log10
X2

peak

λ 2
j

whereλ 2
j is defined as

λ 2
j =

(

1
Z

)

Z

∑
i=1

(y(i)− y′(i))2

Where Z is the length of the host audio,y(i) is the
magnitude of the audioX at time i. Similarly, y′(i)
denotes the magnitude of watermarked audioX′ at timei.
X2

peak denotes the squared peak value of the host audio.
The higher PSNR means that the watermarked audio is
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more like the original. There is no standard value for
PSNR; however, the larger the PSNR, the better the audio
quality will be. Some researchers considered the
acceptable quality of watermarked audio when the PSNR
was greater than 30 [47, 48], while some asked for 34
dB [49, 50] and others asked for an exaggerated value as
high as 38 dB for an acceptable image quality [51]. Thus,
all the PSNR values are above 40 dB.
To ensure robustness against attacks, normalized
correlation (NC) is used to evaluate the correlation
between the extracted and the original watermark and is
given by

NC(W,W′) =
ΣM

i=1ΣM
j=1W(i, j)W′(i, j)

√

ΣM
i=1ΣM

j=1W
2(i, j)

√

ΣM
i=1ΣM

j=1W
′2(i, j)

(20)
In the above,W andW′ are the original and the extracted
watermarks, respectively, whilei, j are indices in the
binary watermark image. If NC(W,W′) is close to 1, then
the correlation betweenW and W′ is very high, while
close to zero means a very low correlation. Another
measure for calculating the robustness of the
watermarking algorithm is the bit error rate (BER)
represented by:

BER=
ΣM

i=1ΣM
j=1W(i, j)W′(i, j)

√

ΣM
i=1ΣM

j=1W
2(i, j)

√
M×M

(21)

Utilizing the above equations, some common audio signal
processing attacks are performed to assess the robustness
of the technique. The following are the various attacks
used:
1) MP3 compression 64 kbps and 32 kbps (MP3C):
MPEG-1 layer-3 compression is applied. The
watermarked audio signal is compressed at a bit rate of 64
kbps and 32 kbps, respectively, and then decompressed
back to WAVE format.
2) Echo addition (Echo): An echo signal with a delay of
98 ms and a decay of 41% was added to the watermarked
audio signal.
3) Re-quantization (Re-quan): This process involves
re-quantization of a 16-bit watermarked audio signal to
8-bit and back to 16-bit.
4) Cropping (Re-ass): The removal of segments of 500
samples (5 100) from the watermarked audio signal at
five positions, subsequently replaced by segments of the
watermarked audio signal attacked with low-pass filtering
and additive white Gaussian noise.
5) Jittering (Pitch): This involves an evenly performed
form of random cropping. One sample out of every 5,000
(10,000) samples in our jittering experiment is removed.
6) Additive noise (AddN): White noise with 10% of the
power of the audio signal is added, until the resulting
signal has an SNR of 20 dB.
7) Low-pass filtering (Low): The low-pass filter with
cut-off frequency of 11,025 Hz is applied to the
watermarked audio signal.

8) Pitch shifting: This is applied by shifting one degree
higher and one degree lower.
The attacks performed on the watermarked files and the
extracted watermarks, along with the measures of NC and
BER values, are summarized in Table 3. The entire NC
above 0.7 and all the BER values are below 2%. The
extracted watermark visual presentation is similar to the
original watermark, showing the strength of the technique
used. The values NC and BER obtained are from the
following attacks: MP3 compression 64 kbps, echo
addition, re-quantization, cropping, jittering, MP3 64
kbps, additive noise and low-pass filtering; they were
compared with some of the similar published measures
acquired through different techniques (see Tables 4 and
5). This research’s choice of getting best position for
embedding achieves high embedding capacity and low
BER against attacks when compared with previous
research.

Table 3 Extracted watermark with PSNR, NC AND BER
MP3C Echo Re-quan Re-ass Pitch AddN Low

PSNR 44.1149 43.0243 27.0331 47.9121 27.0911 47.1632 27.4217 46.0019
NCC 1 1 0.9001 1 0.9901 1 0.7927 1
BER 0 0 1 0 1 0 1 0
Extracted

watermark

Table 4 Comparisons of previous findings with different
techniques in terms of NC

Algo MP3C Echo Re-quan Re-ass Pitch AddN Low
[54] 1 1 1 1 − 1 −
[63] 0.9013 0.9411 1 0.9156 0.9200 − 1
[57] 1 1 0.9013 1 0.9013 0.9013 1
[68] 1 1 − − 1 1 0.9317
[56] 1 0.9013 1 − − 1 1
[66] 1 0.9453 1 0.9435 − 0.9876 −
[53] 0.9595 1 0.9001 1 0.9123 1 −
[61] − 1 0.9317 0.8664 0.9541 − 0.8643
[55] 1 1 1 0.9938 − 0.9456 1

Table 5 Comparisons of previous findings with different
techniques in terms of BER(%)

Algo MP3C Echo Re-quan Re-ass Pitch AddN Low
[60] 0.1994 0.9013 0 0.9013 0.9013 0.0195 0.5019
[52] - 0 0.4435 0 0 0.9432 0.8324
[62] 0.9435 0.9143 0.8234 - - 0 0.8911
[59] - 0 0.9231 0.8765 - 0.9013 0
[64] 0 0.7843 - 0.0769 0 - 0.0957
[65] 0.8659 0 - 0 0.1994 0 0
[58] - 0.9317 0 - 0.0190 0 -
[67] 0 - 0.0789 0.9013 0.9013 0.0817 0.0899
[24] 0.83(32 bps) - 0 0.0000 - - -
[25] 0 - 0 0 - - -
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5 Conclusions

A watermark that is carrying no extra bits, and which will
be inserted in a different file format (host), should not
mean that it is going to be a threat to the host, even
though there are many techniques that ensure it remains
intact yet still alters with the host conditions. There is a
watermark detector which checks for the presence of the
watermark inside the host file to ensure it is where it is
supposed to be. Nevertheless, there is a possibility that
the host will not withstand hosting the watermark, which
will result in the damage or loss of the watermark file, or
it can introduce perceptible distortion into the host signal.
The problem which this paper attempts to address is the
question of which position is best for watermarking inside
a host file when spread spectrum watermarking
techniques are used. To solve this problem, we used a
neural network (feed-forward neural network) and
designed a model that was trained to predict the best
positions for the watermark in the host audio files. The
model gave good predictions, and the result was
formulated within the spread spectrum technique and
used for embedding. Upon evaluation by experimental
analysis and applying some attacks, the technique showed
a good performance and was strongly robust to common
signal-processing operations. We have compared the
performance of our approach with other, recent audio
watermarking algorithms. Overall, our technique has high
embedding capacity and achieves low BER against
attacks, MP3 compression 64 kbps, echo addition,
re-quantization, cropping, jittering, pitch shifting, additive
noise, and low-pass filtering. The unique characteristic of
the method proposed in this study lies in its utilization of
the positions predicted by neural network.
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