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Abstract: In many applications, the Middleton Class-A model is useddscribe the impulsive noise. A very useful and interesting
aspect for a channel affected by such, non-Gaussian nsige find an expression for the channel capacity. In this pajgepresent
the calculation of capacity for a channel affected by adeliMiddleton Class-A noise (AWCN), with binary input. We sittered the
case when the source is uniform, but also when it is not umifdrhe channel capacities for impulsive noise, for varicalsi@s of the
parameters that describe its model, are compared with floogbe additive white Gaussian noise (AWGN) channel. Thmewical
results showed that when the parameters A and T are closedhe tapacity for impulsive noise channel is equal to that afigsian
channel. When A and T decrease, the AWCN capacity grows. WWneprobability jp, the probability of bit 0, grows or when the
encoding rate decreases, each channel capacity decréaseShannon limit values are also given for different encgdates in the
case of the two channels. We have shown that Signal-to-NRasie (SNRy) in dB given only by the Gaussian component of AWCN is
closer to SNR in dB of AWGN, as the AWCN capacity increases.

Keywords: capacity channel, impulsive noise, Middleton Class-A nho8kannon limit

1 Introduction codes P]. Afterwards, space-time block code3] [have
improved the communication performances by using the
The major concern regarding communication systems istdvantage of diversity gain and system capacity. In this
to transmit data at higher speeds and with fewer errorscase, of systems with multiple antennas, the channel
thus to ensure efficient communication on noisy channels¢apacity depends on the number of emitting and receiving
As a measure for this efficiency, Shannon proposed thé@ntennas, respectively, increasing linearly with this
notion of channel capacityl]. He considered that, to number f].
ensure efficient communication, the channel transmission Most of the time, the capacity has been calculated for
rate, has to be lower than its capacity, irrespective of thechannels affected by Additive White Gaussian Noise
noise on the channel. Thereby, the meaning of capacity i$AWGN), when the channel state is knowsj pr not [6],
that of upper limit of the transmission rate for reliable ignoring other sources of noise, like industrial noise,
communication on a noisy channel. man-made activity such as automobile spark plugs [

Shannon has also mentioned that, by encoding thénicrowave ovensg] and network interference], noises
channel, we can achieve a secure data transmisijon[  known to be non-Gaussian (or impulse noise).

The channel capacity thus depends on the code being The Middleton Class-A model is frequently used to
used, on the number of antennas in the communicatiomescribe the impulsive noise. This was used to investigate
system, and also on the noise that affects the channethe performances of turbo codes over an AWCN versus
Among the error correcting codes, the ones that haveAWGN channel, when the encoder has two identical
remarkable performances and give the systems theecursive systematic convolutional encoders with
possibility to operate close to Shannon limit are the turboconstraint length 5, rate 1/2, generator matrix G=[1,
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23/25] and Binary Phase Shift Keying (BPSK) impulse index and it indicates the average number of
modulation. These are significantly weaker than the onesmpulses during interference time. This parameter
for Gaussian noise and that is why(] proposes a describes the noise as follows: A-decreases, the noise
decoder that is to be used for eliminating the Middletongets more impulsive; conversely, Asncreases, the noise
Class-A impulsive noise. Most of the systems affected bytends towards AWGNg? is given by:

non-Gaussian noise suffer performance degradation for

high Signal-to-Noise Ratio (SNR) valuek]]. 02— o2. AtT @)
For a channel affected by impulsive noise of type mo 1+T

Middleton Class-A, the channel capacity is obtained . ]

considering its model to be a Markov chaibZ. The  Where:o” = og + o7 is the total noise power and

simulations were done for various values of the 5

parameters that describe the pattern of the impulsive T_ 99 3)

noise, called AWCN, and have shown that for 10, the o o?

capacity of the AWCN channel is similar to the one for
AWGN. The more impulsive the noise is, the more theis the Gaussian factor. We can observe fr@nthat for
channel capacity becomes larger than for an AWGNIow T values, the impulsive component prevails, and that
channel. for high values, the AWGN component.

To the best of our knowledge, no research results have An impulsive noise sample is given b$q]:
been published for calculating the capacity of a channel
affected by impulsive noise of type Middleton Class-A, n=Xg+vKm-w (4)

with binary input. This is the case when using an . . . .
antipodal modulation, for example BPSK. To fill this, our wherexy is the white Gaussian background noise sequence

paper presents the calculation of capacity for AWCN With zero mean and varianagg, wis the white Gaussian
channel and shows the differences between the AWGNsequence with zero mean and variaggg¢A andK, is the
channel capacities and those of the AWCN channel forPoisson distributed sequence, whose PDF is characterized
this type of channel input, for various values of the by the impulsive index.
parameters that describe the model of the impulsive noise.
We considered the case of a uniform source, but also the
case when the probabilities of the two symbols, 0 and 13 Capacity of AWGN and AWCN Channels
respectively, differ (the source is not uniform), like in
[13. _ _ _ 3.1 Binary Input AWGN Channel Capacity

The paper is structured as follows. Section 2 describes
the Middleton Class-A impulse noise model and SectionThe capacity of an AWGN channel with binary input is
3 presents the capacity expressions for the AWGN ancptained from the expression for mutual information,

AWCN channels and also for Shannon limit. The when the probabilities of the input symbols are equal. Its
numerical results are shown in Section 4 and conclusiongxpression is:

are highlighted in Section 5.
oo

C :1—/
AW GN - O /—27_[

e VHD/(20%),

2 Middleton Class-A Model

In many applications, non-gaussian noise appears in
addition to Gaussian noise. Some of its sources are: |f we want to express the AWGN channel capacity
automotive ignition noise, power transmission lines, based on the signal-to-noise ratiSNR, then we must

devices with electromechanical switches (photocopytake into account that for the input symbols with the
machines, printers), microwave ovens efig]| There are  energy equal to 1:

many statistical models for impulsive noise; in this study
we assume the Middleton Class-A model. This type of SNR—

logy(1+€¥/7%)dy  (5)

1
noise has two components: a Gaussian one, with variance 202 —o= v2-SNR ©6)
05, and an impulsive one, with variance?. The ) ]
probability density function (PDF) of impulsive noiseisa  Replacing 6) into (5), we get:
Poisson weighted sum of Gaussian distributions and it is
given by [L0: Cavan=1— /+oo /SN R o SNR(y+1)?,
0o Am . e—A n2 —00 T
=5 rmon 2z @ logy(1+ SN dy  (7)
The significance of quantities id)is as follows:mis In [13] the bias of AWGN channel capacity value is

the number of active interferences (or impulsés)s the  presented when the input symbols are not equiprobable.
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Noting these probabilities withg andp,, respectively, the
capacity becomes:

Cblas

pias o (+1)2/(20%),

o1
FJO'/_oo O'\/ZT.
‘logy(po + p1-€¥/°°)dy

T ] 2 /(902
_ —(y—1)</(207)
P /,m ov2n

‘log(po-€ /%" + p)dy (8)

In terms of SNR, §) becomes:

+o° /SNR -
chias — o / [ONR  sNRy+1)2
-logy(po+ pr - €*SN¥)dy

+o /SNR
_pl/ JONR ~SNR(y-1)2

-Iogz(po-e*“SNRH p1)dy (9)

3.2 Binary Input AWCN Channel Capacity

In [12], the AWCN channel capacity for continuous input
is given. This is obtained by modelling the AWCN
channel through a Markov chain and assuming that both
the transmitter and the receiver know the channel state.

The probability of the channelis state is:

A AT
Mm=e" —,0=m (10)
and the AWCN channel average capacity is:
C=3 Thn-Cm (11)
m=0

Am
Cawen= Z eh (1

/w\/W \/ m}::T

7SNR 14T)/(M/A+T) (y+1)?

|Og (1+ 4y-SNR(1+T)/( m/AJrT))dy) (14)

When the input symbols are not equally likely, the
AWCN channel capacity bias becomes:

blas
AWCN -

+o0 1
e J—
Z —Po- /oo o 2T
.e—(y""l) (20%) '|ng(p0+ pz- e2Y/Ur%)dy_
+o 1 2 /(902
_ = a(y)F/(208)
P1 /_oo o 2
10gy(po- € /% + py)dy)  (15)

or, taking into account the SNR:

blas —A Am
Cawen = Z e
SN 14T
0"y m/A+T
_ / e SNR(LHT)/(M/A+T)-(y+1)2
_|ng Po+ p1-€ ySNR (14T1)/ m/A+T

/SN 1+T
m/A+T
_ / e SNR(L4+T)/(M/A+T)-(

. |ng(po . 674'y'SN R(14+T)/(m/A+T) + pl)dy) (16)

whereC, is the AWGN channel capacity, with zero mean 3.3 Shannon Limit

and dispersiomw. Considering%) and (7), we obtain the
capacity for an AWCN channel with binary input, as:

AAm

m=0

m!

to ] B /o2 2
_ - (y+1)/(20%) ezy/om
-e -log,(1+ d

The capacity in terms ofSNR is obtained by
substituting 6) into (2):

> 1 AT

%= 37SNR 15T (13)

In this subsection, we present the expression for the
Shannon limit as a function of probabilipg.

Shannon’s Lossy Joint Source-Channel Coding
Theoremstates that, for a given memoryless source and
channel pair and for sufficiently large source-block
lengths, the source can be transmitted via a
source-channel code over the channel at a transmission
rate of source symbols/channel symbol and reproduced at
the receiver end within an end-to-end distortion given by
if the following condition is satisfiedl[6]:

R.-R(D)<C

whereC is the channel capacity ariD) is the source
rate-distortion function an@® is the distortion, generally

(17)
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taken to be the expected value of a single letter distortior AWGNIAWCH channel capacily with binery inpul (p,=0 ) and coding rate 112
measure 17]. For a discrete binary non-uniform source T ; ; ; ;

with the probability of 0 equal t@o, we haveD = P, (that 1 AWCN, A=001, T=10
is, the bit error probability (BER)) under the Hamming e e § ; § e
distortion measure. The rate becomes: . A=0.01, T=C

AWCN, A=0.01, T=001
R(P) _ Hb(pO)_Hb(Pe) ,OS Pe < min{p07 pl}
v 0 ,Pe > min{po, p1}

08

(18)
wherep; = 1— pg and

Hp(X) = —X-log,X— (1 —X) -logy(1—x)  (19)

is the binary entropy function.
The capacity of the AWGN or AWCN channel is a
function of SNR When using an error correcting code

with an encoding rat&;, the SNRexpression is the ratio =" | 5 : -
between the energy of the uncoded bit and the powe SNR [cB]
spectral density of noise, that is:
_ 1/R; Fig. 1: AWGN/AWCN channel capacity with binary input and

SNR = 202"’ (20) coding rate 1/2.

resulting in the noise standard deviation
o= ! (21) i i
~ V2 R SNR Fig.1, we represented the AWCN channel capacity for

various values of thé and T parameters and AWGN,

The optimalSNR value that guarantees a cert&ln  respectively, for coding rate 1/2. It can be observed that
value is called the Shannon limit. This can be found bythe result is similar with to that obtained by7], that is,
assuming equality in relation1y). The Shannon limit for values greater than or equal to 1 of the Middleton
cannot be explicitly solved for BPSK-modulated Class-A noise model parameters, the channel capacity is
channels, due to the lack of a closed-form expression, slose to that of AWGN, and for lower values, is bigger.
it is computed via numerical integration. In the next SO, the more impulsive the noise is, the more the AWCN
section, the Shannon limit values are given for the AWGN channel capacity is greater than that of AWGN.
and AWCN channels, wheR. = 10°°. These values are Next, in Figs.2, 3, 4, 5, the AWGN and AWCN
useful when comparing the performances of an errorchannel capacities are represented for the sets
correcting code with theoretical limit. (A, T)=(0.1,0.1), (0.01,0.01), cases that describe a

highly impulsive noise, with coding rates of 1/2 and 1/3,

respectively, and various probabilities for the bit O,
4 Numerical Results po = 0.5, 0.8 and 09, respectively. It can be observed

that, for all situations, the AWCN channel capacity is
In this section, we present numerical results for thegreater than that of the AWGN channel. Another aspect is
capacity of the channel affected by impulsive noise ofthat, for both AWCN and AWGN, the bias of the channel

type Middleton Class-A, with binary input, and also the capacity for a uniform source is Iarge'r' than that. of a
rate, highlighting the difference from the AWGN channel. higher, the channel capacity is lower.
The results have been obtained by varying the The optimum values 0BNR, calculated for the entire
non-Gaussian noise model parameters A and Tdomain of encoding rateR: € [0, 1], according to section
respectively. The following pairs were considered: 3.3, are represented in Figfor AWCN, with parameters
(A=0.1,T=0.1) and A= 0.01, T =0.01). The last set A=0.1,T =0.1. It can be observed that, for an imposed
corresponds to a highly impulsive noise. We consideredencoding rate, the optimurBNR, value is significantly
the case of a uniform source (whep= 0.5), as well as  larger for AWGN, than that of AWCN.
the case of a non-uniform source, like A3, with To compareSNR, in dB given only by the Gaussian
probabilitiespg = 0.8 andpg = 0.9, respectively. For the component of AWCN wittSNR, in dB of AWGN, in Fig.
coding rate we used two values: 1/2 and 1/3, respectively.7 we represented the same simulation as in &ignly that

In [12] it has been shown that, for an AWCN channel for AWCN the curves are shifted up with 1q1@ +1)/T)
modelled as a Markov chain, as the noise gets mordlg stands for decimal logarithm). It can be observed that
impulsive, its capacity is greater than that for AWGN. In the SNR, given by the Gaussian component of AWCN is
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AWGNAWCN(A=0.1,T=0.1) channel capacity with binary input and coding rate Rc =1/3

AWGNAWCN(A=D.1,T=0.1) channel capacity with binary input and coding rate R_= 1/2
T T T

T
——— AWGN for p,=0.5

— AWCN for pU=U.5
—— AWGN for p,=0.8
———— AWCN for p,=0.8

_ AWGR‘I for py=0.5
1 H ——— AWEN far p,=0.5
—— AWGN for p,=0.8
——— AWCHN for pD=D 8

——— AWGN for p,=0.9

—— AWGH for pDZD 9
AWEN far p,=0.9

AWCH for p,=0.9

0.8H

20 -5 -10 5 0 5
SKR, [46)

. . . Fig. 4: AWGN/AWCN (with A=0.1, T=0.1) channel capacity
Fig. 22 AWGN/AWCN (with A=0.1, T=0.1) channel capacity i, binary input and coding rate 1/3.
with binary input and coding rate 1/2.

AWGNISWEN(A=D 01 T=0.01) channel cgacity with binary nput and cading rate R = 112 AWGNIAWCNEA=0D1,T=0.01) channel capacity with binary input and coding rate R, = 173

T T
I I =

——— AWGH for p,=05 AWGN for pg=0.5

1H ——— AWCN for p=0.5

——— AWCN for p;=0.5
——— AWGN for p,=0.8
——— AWCN for p,=0.8

——— AWGN for p=0.8
———— AWCN far p=0.8
——— AWGN for p=0.9

— AWGH far p=09
oaH o 08 H SWCN for =09

AWCN far p,=0.8

06 / 06 /
o o
04 04
02
02
1 e / /
0 3 ] 5 0 2 0 5 0 el
SNR, (98] k) 5 ] EG 10 5 0 5

SNR, [dB]

Fig. 3: AWGN/AWCN (with A=0.01, T=0.01) channel capacity

with binary input and coding rate 1/2. Fig. 5: AWGN/AWCN (with A=0.01, T=0.01) channel capacity

with binary input and coding rate 1/3.

greater tharSNR, of AWGN. This shows that if an error
correcting code fully eliminates the impulsive componentvalues that lead to the same capacity of AWGN and
of AWCN, then it will have somewhat lower performances AWCN, of aproximately 10 dB wherl = 0.1 and
than those of the AWGN channel. aproximately 20 dB wheill = 0.01.
Figs. 8 and9 show the same simulation as in Fids. Table 1 shows the values of the Shannon limit in the
and?, but for AWCN channel with parametefs= 0.01, case of AWGN and AWCN (wittA=0.1, T = 0.1 and
T =0.01. A=0.01,T = 0.01) channels, for the encoding rates 1/2
ForT =0.1, 10lg(T +1)/T) is 10.414 dB, and for and 1/3 and for the values qip equal to 0.5, 0.8, 0.9,
T = 0.01, it is 20.043 dB. These values explain the respectively. Obviously, the values are smaller whsgn
difference from Figs2, 3, 4 and 5 between theSNR grows or when the encoding rate decreases. We can

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

1296 NS 2 M. Andrei et. al. : Capacity of Middleton Class-A Impulsiveoide Channel

Cptimum SNF{t [dB] as afunction of coding rate Qptimum SMR,. [dB] as a function of coding rate

10 T T T T T T T T T 15 . . . - T . T
AWGN forpy=05 | i ——— AWGNfor p;=0.5
——— AWCN for p,=05 : ; ; : — AWCNfor p=0.5
|| —— AWGN for p;=0.8 ——— AWGN for p=0.8
—— AWCN for p,=0.8 ——— AWCN for p,=0.8
— AWGN for py=0.9 [ —— awenNfor p=0.9
AWCN for py=09 AWCN for p=0.9

10F

SNR, [4E]

SNR, [6B]

B

. i i i i
0 01 02 03 04 05 06 0y 08 09 1
Coding rate (R

_250 D.!‘l D.:2 D.;S Di-i D?S D.}E D.=? D.}E D.=EI 1
Coding rate (R
Fig. 6: OptimumSNR, [dB] in terms of coding rate (AWCN has
parameters A=0.1, T=0.1).
Fig. 8: OptimumSNR, [dB] as a function a coding rate (AWCN

has parameters A=0.01, T=0.01).

Optimum SNR, [dB] (for AWCN s represented SNR, +1071g((T+1) T) [dB])
as a function of coding rate

6 T

AWGN for pD=l15
_ AWCHN for pU=U.5 Optimum SNRb [dB] (for AWCN is represented SNRbHD‘Ig((TH ¥T) [dB])

41 AWGN for p =08 T A ST 1 as a function of coding rate
| B T T T T T T T T

— AWGN for p=0.5 §
AWCN for p;=0.5 ||

AWCN for p,=0.8
2H AWGN for pDZO.Q

AWCN for p;=0.9 aH T EETeTat EESES S A8 _
=) — AWGNfor p.=0.8 ||
i ; : 0 ;
%ﬂ ~———— AWCN for p;=0.8 ||
* 21 AWGN for p,=0 9 |7 S B

g AWCN for p0:0.9
-~
=z
w
3 i i ; 1 |
0 0.1 02 03 04 05 06 07 08 09 1
Coding rate (R_)
£ | | | | | | | | |
. . . 0 0.1 0.2 03 0.4 0.5 08 0.7 0.8 0.9 1
Fig. 7. Optimum SNR, [dB] for AWGN and AWCN (with Coding rate (R )
C

A=0.1, T=0.1) as a function a coding rate. For AWCN is

represente@NR, +10Ig((T +1)/T).
Fig. 9: Optimum SNR, [dB] for AWGN and AWCN (with
A=0.01, T=0.01) as a function a coding rate. For AWCN s
represente@NR, +10Ig((T +1)/T).

observe the difference of aproximately 10 dB (that is

101g((T +1)/T) for T = 0.1) and of aproximately 20 dB

(that is 10Id(T + 1)/T) for T=0.01) between the

Shannon limit for AWGN and that of AWCN. In the fifth

and seventh columns, in paranthesis, are given thehing can be seen in Fi@ for the full range of coding
difference values in dB betweeBNR, for the Gaussian rates). This shows that if an error correcting code fully
component of AWCN an&NR, in dB of AWGN. It can  eliminates the impulsive component of AWCN, then it
be observed that wheA = 0.01 and T = 0.01, the will have performances closer to those of the AWGN
Shannon limit, for AWCN expressed 8N\R of gaussian  channel. This is shown through simulations 1], when
component is very close to that for AWGN (the same a turbo code is used on the AWCN channel.
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Table 1: Shannon Limit inSNR, [dB] for AWGN and AWCN (with A=0.1, T=0.1 and A=0.01, T=0.0Dhannels aP, = 10~°.

Re | Po | AWGN AWCN with Diﬁeren(?:?(;]rnon,é\l\i/?gN with  Difference for
A=0.1 A=0.1 A=0.01 A—=001
T-01 T-01 T —001 T—001
05| -0.498 | -10352 (_%.8556‘8) -20.484 (_%)%9587@)3
s | 08| 2284 | 12142 (_%%386) -22.235 (-%)?695%
09| 4398 | -14.398 (_%ieég) -24.392 (_t%i%‘)‘
05| 0185 | -9.557 (_%.76‘;22) -19.791 (-%)?6%776)3
Lo | 08| -1808 | -11.648 (_%%‘;a) -21.793 (-%)?69588?
09| 4138 | -14.040 (_%%(122) -24.129 (-%)?695%

5 Conclusion matched turbo decoder at reception, the BER

performances are closer to those of AWGN channel when

This paper has established a mathematical expression for = 0-01 compared tol = 0.1 case, confirming the
the AWCN channel capacity with binary input. The Previous mentioned result.

expression was obtained by modeling the AWCN channel

through a Markov chain and assuming that both the

emitter and the receiver know the channel state, similar ttAcknowledgement
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