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Abstract: Semantic Query Optimisation (SQO) in Relational Database Managemasn&yfRDMSS) is a query optimisation ap-
proach which uses rules learned from past queries in order to exeewtejueries more intelligently without accessing database,
whenever possible. The approach is composed of several comtpo@iery Representation, Query Optimisation, Automatic Rule
Derivation and Rule Maintenance. This paper focused on the queryisation component. In RDMSs, during the traditional SQO,
different alternative queries of a given query can be constructed usatching rule(s) from the rule set, and then its optimiser selects
one of the alternatives as an optimum query which will give the same ars®wbut it can be executed faster than the original query.
One of the main problems occurs during this process is to have manyedatdes e.g., if the number of the rulesNs the number of

the alternative queries & — 1. The construction and the optimisation of these alternatives also take timdiiinado the execution

of the query. In order to overcome this problem, in this paper we peoaaoew Rule Evaluation Algorithm. The main goal of the algo-
rithm is to evaluate matching rule(s) and select useful/promising rulesthfmluse selected rules to construct an optimum query. The
algorithm can answer the question of the utility of rules in the query optimisalioe system of the approach based on the algorithm
has been implemented and its computational results are given. Théneeptai results show that the algorithm can trim the number of
the rules significantly.

Keywords. Rule Evaluation Algorithm, Cost Estimation, Semantic Query Optimisation, Rekdtidatabase Management Systems.

1. Introduction query and the query answer from the database. The struc-
ture of rules needs to be explained first. The majority of
Semantic Query Optimisation (SQO) can be seen as apesearchers worked on the approach use a Simple Rule
approach that learns and uses the rules during the quemprm that has a condition on the left-hand-side (called 'An-
optimisation in database systems. Although the approackecedent’) and a condition on the right-hand-side (called
was researched as the semantic reasoninglhitthas  'Consequent’). This type of rule cannot contain more than
been announced bg]land the complete system of the ap- one condition on either side. Other rules can be seen as
proach was developed mainly in the late eighti®s5].  complex rules which can have more conditions on one
The main advantage of SQO is to derive rules and therside using AND/OR. Somehow the complex rules can be
use them to reduce the execution time of future queriesexpressed by@] but using them in the query optimisa-
The use of rules makes the optimiser more intelligent. Thetion becomes too difficult, also the rule maintenance be-
approach has several components: Query Representatiodemes problematical2[ 4, 5, 7]. The condition(s) of the
Automatic Rule Derivation, Query Optimisation and Rule query is taken as candidate antecedent(s) of new rules. For
Maintenance. each candidate antecedent, the answer set of the query is
The first component of the approach is to represent aearched to find out a consequent if possible. A rule could
query in a query language in order to express it in a waybe formed as @z, — y®y; wherez; andy; are constant
that can be understood by the chosen database envirogalues ofr andy attributes of a relationp and® are one
ment. Many Database Systems use Structural Query Lansf comparison operators such as <=, >, >=, =, | =.
guage for this purpose. When the antecedent is satisfied, then the consequent has

The second component is the automatic rule derivationo be true. This representation of the rule can be named as a
to learn new rules based on the conditions of the given

* Corresponding author e-masayli@yildiz.edu.tr

© 2013 NSP
Natural Sciences Publishing Cor.


http://dx.doi.org/10.12785/amis/070515

1774 NS 2 A. Sayli, A. Elibol: Rule Evaluation Algorithm for...

Simple Rule that is used by the well-known techniques for2. Traditional SQO Approach
automatic rule derivationlf-3, 5, 8, 9]. Despite the advan-

tages of the SQO approach, the automatic rule derivation, ... . .
taEes a consid(grabl)rl)rl)ong time and the time increases a%s itis mentioned before that the traditional SQO approach

cording to the database size. Another problem is that th as several components. Figure 1 shows how these compo-

total number of rules in the rule set may increase rapidly.nents are processed and I.n Wh'Ch orde'r. .

For the derivation, several researchers in the database sys In the first step, the original query is ente_red into the
tems have also suggested the use of Statistics and ProbgQ0C @pproach. Inthe second step, the query is represented
bility in databases, especially on the functional dependen? SQL- In the third step, a check is done to examine if
cies but not data dependencies. On data dependencies, sé}€ query is a SELECT statement in the View Definition
eral researches on the data-driven systey&10-16] had Language (VDL). If it is, theni the statement is taken into
mentioned it as well but how and what to do in database{N€ Process of the query optimisation in the fifth step. If
based systems remain to be seen. Although the rule deriv4P® Statement does not contain the VDL statement, in the

tion is one of the most important components of the SQOfourth step, another check is done to see if the query is an
approach it is not within the scope of this paper. INSERT/UPDATE/DELETE statement in Data Manlpula-

The third component is to optimise a given query. Thetlon Language (DML). If it is, then the statement is taken

" . : . into the process of the Rule Maintenance Manager. Itis im-
query optimiser constructs alterative queries usmguhgar ortant to realise that a database is dynamic. This causes
set and then selects the best alternative as an optimu

H | . iaht be i in thei serious situation that each DML statement changes the
query. FHowever, several queries might be given In IN€irq,ahase 5o the rule set has to be updated either before or
best forms that their constructed optimum queries coul

. oo ; . fter applying these statements in order to ensure the ac-
not give the better execution in terms of time. This means PRYyIng

that th ; t al i ing in th i curacy of the rule set. Moreover, this component can be
at there IS not always ime saving In the query oplimi- 5o 55 o parts; Rule Detection and Rule Maintenance.

i f ! Id be reduced iallv when th rAlthoughthis component is very important, it is not within
Ime of queries could be reduced, especially when the Cong, o scope of this paper. If the statement is also not the DML

sequent of a rule contains the primary key and indexe h K to th
[2,5,8,10,11]. Assuming thatV is the number of matching sféztueen,;?nt’ the process goes back to the user to get a new

rules of the given query, the number of alternative queries In the fifth step, the process of the component of the

N I
can be found fron2 * —1). The significant work has been query optimisation (represented with the cut-line bolder i

done in the EXODUS system by][in where cumula- ; . : "
tive arithmetic average method and cumulative geometric':Igure D starts, and in which the c_ond_ltlon(s) of the query
Qe taken into account to determine if the rule set has a

average method were used. Although several research tRatching rule or not. If the matching rule(s) are found
worked on the limitation of the rule sets used for the query 9 y ; 9 N
then the query transformation and the query optimisation

processing to improve the quality of the rules in the rule are triggered to construct all alternative queries. Affer t
setP.12.13,17) itis st r_]Ot completely solved problem.. constr%gction, the optimiser then selects %ne query among
The last component is used to keep the rules up to datgse glternatives as an optimum query that can be executed
for.changes in the databases because these rules represgfiier than the others while yielding the same answer set
a time-dependent property of a database at a particulgfThe process of this component is especially described in

database state. When updatgs are made on thg databaﬁ?gure 2). Finally the answer set of the optimum query is
these rules may become invalid. Therefore the derived rulegjyen to the user.

need to be maintained to be consistent with the curren After the query is executed by the optimiser, the sixth
database statd.§. step begins for the automatic rule derivation component
In this paper, we propose a new Rule Evaluation Al- which takes the unmatched condition(s) of the original guer
gorithm (REA) to solve the problem of the utilising rules to derive possible and acceptable new rules using the an-
in the database query processing, mentioned in the thirdwer set of the query. If a new rule can be derived, it is
component above. The algorithm checks the consequent(g)dded to the rule set automatically.
of the matching rules if it is promising by the use of the | addition to the execution of the optimum query in
rule cost estimation, it is used to construct the optimumthe traditional way of the SQO approach, three special cir-
query. Otherwise it is avoided. This limits the number of cymstances may occur: Query Refutation, Query Answer-
the matching rules in the query processing of the SQO aping and Construction of Optimum Query using Matching
proach. Rules. They can be seen in Figure 2. In the case of Query
The system of the traditional SQO approach is imple-Refutation, the conditions of the original query conflict
mented and it is explained in Section 2, the concept of Sewith the consequent(s) of matching rules in the rule set.
mantically Equivalent Queries is especially described inln case of Query Answering, the answer of a query can be
Section 2.1. The proposed SQO system with the REA is infound from the consequent of the matching rules. These
troduced in Section 3. The computational results are giverspecial cases are the most profitable aspects of the SQO
in Section 4. Finally conclusions can be found in Sectionapproach, with substantial time savings (%99) reported in

5. [17].
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Figure 1 Traditional SQO System.

Table 1l Two example rules in Department table.

Ruley:  Lecturers in Mathematical Engineering Department earn greater 0tan 3
DNAME="Mathematical Engineering> salary>30K

Rules:  Department code of Mathematical Engineering Department is 'ME’
DNAME="Mathematical Engineering~ DCode="ME’

If the query answer could not be found, the databasddea of the transformation is to use rules to transform a
query processing continues to construct alternative gseri given query into alternative queries that have the same an-
of the original query in the third case. The number of the swer set as the given query but constructed semantically.
alternative queries can be estimated fr@fY — 1) where  For example, assume that two rules exist in Department ta-
N is the number of the distinct consequents of match-ble such as given in Table 1. If the names of all lecturers
ing rules. According to the semantic query transformationin the Department of Mathematical Engineering, the orig-
in Section 2.1, alternative queries can be structured. Thénal query can be represented in SQL as in Table 2. Us-
next stage is to compare these alternative queries to seng Rule; and Rules, alternative queries can be built as
lect which can be the optimum query. This selection is Query,, Querys, andQuerys that are semantically equal
suggested to be made according to the costs of alternae the original:
tives. These costs can be estimated differently. For exam-
ple, Siegel et al.§] suggested using statistics and proba-
bility to establish a cost model and Graefe and Devaft [
proposed that these costs could be estimated from past e
periments. After determining the optimum query, it is exe-
cuted to find the answer set, instead of executing the orig- ®*> S50

Fable 2 Original and semantically equivalent queries.

inal query. WHERE DName ='Mathematical Engineering’;
. . Query,:  SELECT name
Moreover, when the number of the matching rules in- FROM dept -
creases, the problem of the processing in the CONSLIUCtION ..., sticer e o oaical Endineening’and Saanioi
i i iffi i- FROM dept
of the alternative que;/les gets difficult to choose an opti e ME=Mathematical Engineering and DCOGAE:
mum query betweef2” — 1) alternative queries. Querys:  SELECT name
FROM dept

WHERE DNAME="Mathematical Engineering’ and Salary30K and DCode-"ME’;

2.1. Semantic Query Transformation

Another important concept of the SQO approach is the  The next problem is how to select one of these alterna-
semantic query transformation which provides "Seman-tive queries as the optimum query to execute it instead of
tically Equivalent Queries”. This transformation was de- the original query. The selection of the optimum query is
scribed as the heart of the SQO approact2]nThe main  suggested to be made according to the costs of alternatives.
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Traditional Semantic Query Transformation & Optimisation
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Figure2 Traditional Semantic Query Transformation & Optimisation of the SQO ambro

These costs can be estimated differently which is given inthe antecedent and the consequent is used to calculate the
the next section. costs of the matching rules. Moreover, the number of in-
stances can be saved when the rule was initially derived in
the automatic rule derivation process. It then continues to
3. A Rule Evaluation Algorithm (REA) for estimate the cost ratios of the rules. The main elements of
the REA are the cost ratio and the idea of that if the cost
SQO Approach . :
of the consequent of the rule is cheaper to execute in com-
The total number of rules in the rule set increases Veryparison with the antecedent, this rule should be selected to
fast related to the rule derivation method where new ruleonstruct the optimum query.
would be learnt for each query. This raises an issue of ~COSt estimation model of antecedents and consequents
"Whether a matching rule of a given query is worth be- IS given in Se(_:non 3.1 a_nd the Qetermlnatlo_n of cost ra-
ing used in the optimisation or not”. For this purpose, the 10(S) of matching rule(s) is described in Section 3.2.
REA is implemented to select the rules which are useful
for the query optimisation. The REA eliminates the kind ) ]
of rules that can be less useful. Thus, it reduces all pos3.1. Cost Estimation Model
sible alternative queries. For cost estimation in Figure 2,
the algorithm in Table 3 is proposed. This REA is placed Assuming that the number of records of an antecedent or a
into the query transformation and optimisation, just befor consequent ig2 and the total number of disk blocks i,
constructing the alternative queries. It is shown in Figurethe probability of a record being in a given blockiis The
3 where the implemented system of the Semantic Queryrobability of a record not being there(is — 1 ). From
Transformation and Optimisation with the REA starts afterthis, it can be seen that the probability of a retrieved block
the matching rules are found. Firstly, the query refutationis (1—(1— %)R). The approximate number of disk blocks
is controlled. If the conditions of the original query cocfli  retrieved for thek records,A, can be found by multiplying
with the consequent(s) of matching rules in the rule set, thehe last expression by the total number»blocks which
answer of the query is given as NULL to the user, withoutis formulated in Function 1:
any access to the database. Otherwise, secondly the query 1
answering is controlled. If the answer of the query can bed = B x (1 — (1 — =)) Q)
found from the consequent of matching rules in the rule B
set, the answer of the query is given to the user, without This assumes a random distribution of records across
any access to the database. the relation space and 100% block packing density. If the
If the answer of the given query could not find from the condition contains an index attribute, the optimiser only
query refutation and the query answering, thirdly the costsearches for the number of the records locatedi lrfocks.
estimation based on the numbers of instances identified b@ur cost approximation model may then be extended to

© 2013 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.7, No. 5, 1773-1781 (2013www.naturalspublishing.com/Journals.asp NS 2 1777

Table 3 Cost Estimation Algorithm.

RULE EVALUATION ALGORITHM

Input : Matching RulegP — @), R is the number of total records of an antecedent or a consequent,
B is the total number of disk blocks, N is the number of records per block
L is the length of the attribute of R in bytes

Output:  Optimum Query

Stepl: Check the Query Refutation exists, the answer of the query rs@svULL to the user
and then go to Step 6. Otherwise, go to Step 2.

Step2: Check the Query Answering exists, the answer of the queryeis gsvthe consequent value
to the user, and then go to Step 6. Otherwise, go to Step 3.

Step 3: Take each matching rule:
Estimate the cost of antecedent, CostP, using Function 1, 2 and 3 (@escriBection 3.1),
Estimate the cost of consequent, CostQ, using Function 1, 2 and 3ieesicr Section 3.1),
Determine a Cost Ratio of the rule, using Function 4 (described in Sec&yn 3.
If the cost ratio of a rule is less then or equal to zero, this rule is ignored.
Otherwise, add to an Evaluated-Rule Set (ERS) of the matching rules.

Step4: Construct the Optimum Query using the consequents of rulesHeoBERS

Step5: Send the Optimum Query to execute instead of the original query

Step6: END

Semantic Query Transformation and Optimisation
with Rule Evaluation Algorithm

Constructing
Optimum Queries

Filrered
Rule Raes
Evalhmtio

Aleorithm

__________________________________________________________

Figure3 New Semantic Query Transformation & Optimisation with Rule Evaluation Algarith

predict the number of byte comparisons as shown in Functhen be extended to predict the number of byte compar-

tion 2 below: isons as shown in Function 3 below:
Cost=AXx N x L (2)

Where N is the number of records per block afid ¢ — [A x (B + 1)] « N x L 3)
is the length of the attribute of the antecedent or the con- A+1

sequent in bytes. If the attribute of the antecedent or the

consequent does not contain an index attribute, the opti-

miser has no information about the locations4oblocks. Function 2 or 3 can be used to evaluate the cost of an
Therefore, it searches a number of blocks which shouldantecedent or a consequent of a rule. The next step is to
be betweem and B. The cost approximation model may define the cost ratio of a matched rule for the Algorithm.
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3.2. Cost Ratio Determination of a Rule execution of the consequent cannot be faster than the exe-
cution of its antecedent.

For each matching rule, firstly the cost of the antecedent For Rule,, the Cost Ratio can be calculated from Func-
and the consequent of the rule must be estimated. Aftetion 4:
the cost estimation of the antecedent and the consequent C

; e . ostP — CostQ
of the rule, they are then used to calculate a 'Cost Ratio'CostRatio =
of this rule. Assuming this rule is representedias: Q, CostP
CostP is the comparison cost to find the records identified  This rule is used to construct the optimum query be-
by the antecedent, and CostQ is the comparison cost to findause the cost of its antecedent is higher than the cost of its
the records identified by the consequent. These costs caronsequent. FoRules, it can be said that it is promising
be found by Function 2 or 3. A cost ratio of this rule is can to reduce the execution time of future queries. This kind of

=049 >0 (6)

be formalised below: the algorithms is necessary to have in the query processing
. CostP — CostQ to identify whether a rule is 'Useful’ or not in terms of the
CostRatio = ——————— (4)  contribution of its consequent.

CostP

This cost ratio of the Algorithm is used to compare the
use of Q against P in order to determine the effectivenesa Experimental Results
of arule. It should be noted that the cost ratio can be nega- P

tive as well as positive. If the cost ratio of a rule is lessithe Computational results are presented in order to show the

or equal to zero, this rule is ignored to construct the opti-yitterent aspects of the SQO approach. 'EPISODE'’ is used
mum query by the REA. Otherwise, thisrule is used forthe 35 5 sample database that its schema is given in Table 5.

optimum query. The selected rule(s) by the algorithm canrhig relation in our database ha$046 instances. It was

be seeing as promising rules for th_e optimisation in order aated by The Department of Health (England), Hospital
to construct the optimum query. This reduces the ”“mbeEpisode Statistics - 1998/2003:

of the matching rules and the number of the alternative
queries.

Example: Assuming that the record lengthlisbytes,
a disk block can hold 2 records and the number of disk Table5 Schema of 'EPISODE! relation
blocks B is20. The Sample relation is the DEPARTMENT EPISODE (id#, startyear, finishyear, epcode, episodes, admissions, sex
relation which ha40 records and different attributes emergency, waitingist, meanwaiting, medianwaiting, meanlength,

. . meanage, aged_14, agel5.59, age60.74, age75, daycase, bediays)

(DCOde# Chaﬂ(), Dname Chaﬂ(2), PrOJeCt Integer, Lec- Index Attribute(s) :  'startyear, ‘finishyear’, 'epcode’
turer charg), Location char(5)), 'Project’ is an indexed
attribute of the relation and initially the system I2agiles

in the rules set after the first rule derivation process. &hes 1€ main reason of using this database is to have diffi-
rules are shown as following: culties to find a real database due to the confidentiality of

Rule;: DCode="MATH’—Dname="Mathematics’ data security. EPISODE is free and available on intetnet
Rules: DCode="MATH’—Lecturer="AE’ Firstly it is If other databases are provided, the implemented system

necessary to estimate the cost ratios of the rules. Table With the algorithm can be run easily. .
shows the results of the cost estimation for each rule. The rule derivation methods are not within the scope
of the paper but it is necessary to learn rules for the REA

in the query optimisation. Therefore, the rule derivation
method of Data Driven Based Learning if was used

Table4 Cost Computation Results and9115 rules were learnt in total.
Rule P 0 Although the following experiments were conducted
P-Q Antecedent Consequent for several thousand queries on the relation and were based

R[L[] A [CostP | R | L A CostQ | Onmany tests in order to analyse the time saving using our
Rule; | 30 | 4 | 15.7 | 947.66| 40 | 10 | 17.42| 2383.26| system of the SQO Approach with/without the REA, we
Rule; | 30 | 4 | 15.7] 94766 80 | 2 | 19.65| 479.6 | selected thes55 queries as a prototype set according to
their special features.
For the query refutation and the query answering, as
It can be seen that the antecedent and the consequefientioned before that these special cases are the most prof-

of Rule; are not indexed and the REA proceeds to thejtable aspects of the SQO approach, with substantial time
cost ratios as follows: FoRule;, the Cost Ratio can be savings (99%) which also were measured in our tests. The

calculated from Function 4: main reason of this high saving was that there was no need
CostP — Cost to access the database, only the rule set was searched lin-
COStR(LtiO = OSC—t;SQ =-151<0 (5) ear|y_ y
0S

This rule is ignored because the cost of its antecedent * http://www.dh.gov.uk/en/publicationsandstatistics/statistics/
is less than the cost of the consequent. In other words, thiospitalepisodestatistics/index.htm
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The other experiments were done especially in two cases index structure, or consequent condition(s) could
which are listed as follows: be based on the comparison operation<as<=,
. . . . . . >, >=or!=).
1'\/'\5,;;%%03;?63 of Original Queries & Optimum Queries (c)The original query could be given in its best form
2.Execution Times of Original Queries & Optimum Queries which could be nearby the optimum form.
without the REA Another point is that while the size of the database and

the number of user queries in real world applications in-
[rease rapidly (especially internet applications based on
ethe database management systems by multi-users), thisscaus

the enlargement of the number of rules in the rule set and

therefore the significance of the Algorithm is well-proponed.

It can be finalised to say that the SQO approach with the

Algorithm is sufficient and effective.

For each case, th&55 queries were executed) dif-
ferent times, on the EPISODE relation and the collecte
times were averaged. Computational results of the cas
are given in Section 4.1 and Section 4.2.

4.1. Execution Times of Original and Optimum

Querieswith REA
Thi ment was done for th don i ¢ oriai 4.2. Execution Times of Original and Optimum
is experiment was done for the execution times of origi- : ;

nal queries and optimum queries constructed by the AIgo-Que”eSW'thoUt REA

g’;r;m ivetnhtianSF(iQ (irzpzr\(l)vizf;éé}gﬂrithiﬁacioglupeurte}'tl:)ene:lerseesnlilstsrhiS experiment was done for the execution times of origi-
9 9 9 y'rep al queries and optimum queries with the use of all rules in

each given query on a commercial database and was exe- . )
cuted without the SQO approach (in other words, without e SQO approach (without the Algorithm), and the com-

e use ofuies) and “Optimum Query 1 represents cacif 2107 Fesuls e ghen 1 Fire S where Orghnal
optimum query constructed by the Algorithm in the SQO y'rep ith g h query h (in oth
approach. and was executed without the SQO approach (in other words,

It can be seen from Figure 4 that the execution timesWIthOUt the use of rules) and *Optimum Query 2" repre-

of original queries are higher than the execution times ofgzng‘aeacrr;:grt]'r(nv\lljitmhoquli(i%vgglpshe use of all rules in the
optimum queries in which the evaluated-rules were used:. PP . : S
It can be seen from Figure 5 that the execution times

For the executions af55 queries, the time taken by the of original queries are higher than the execution times of

SQO approach with the Algorithm was seconds. The . f . .
p(grceng%e of saving time gof the optimum query execu_opnmum queries. From the executions of 855 queries, the

tion compared to the original query execution was foundggqietcagsgsbyrgze gchSn;p%r%?(::a\\%ghotﬁ;;hgotanQrévdafo
as25.62% on average. - p g g p

There are different behaviours of optimum queries thatthe original query execution we.82% on average. It is

can be noticed from the graph. These behaviours are IisteaISO ppssmle to make S|m|Iar Interpretations as Figure 4,
below: especially about the profit of the use of rules.

However it can be noticed from the Figure 5 that some
i) Some of the optimum query execution approximately of original queries were executed faster than the optimum
was highly lower than their originals (roughly like from queries. Although the given reasons of (ii) in Section 4.1,
Query 5 to Query 90): There are specified reasons fothese queries could not be executed better than their opti-
the kind of optimum queries which were mums in Figure 4. In other words, this also proves that all
(a)The consequent(s) of the evaluated-rules for thesenatching rule(s) from th@115 rules were not useful for
queries could have a better selectivity. For exam-their optimum queries.
ple, consequent attribute(s) could contain the in-  When Figure 4 and 5 are compared, the difference be-
dex/key structure or consequent condition(s) couldtween the percentages of saving timesti8’% and this
be based on the comparison operation-as makes the SQO approach with the Algorithm worthwhile,
(b)The cost ratios of the rule(s) could select usefulespecially it is mentioned before that the number of rules
rules that the optimum queries could give the samein the rule set increases rapidly for new queries and these
answer set but faster than the originals. rules has to be limited in order to have an optimum query
(c)The original query could be given in its worst form. execution process.

i) Some of the optimum query execution approximately  In general, it is necessary to have a mechanism to se-
was closer to their originals (roughly from Query 370 lect the promising rules during the query transformation
to 490): There are three specified reasons for these opand optimisation component of the SQO approach and it is
timum queries which were: shown that having many matching rules for a given query

(a)The number of evaluated-rules could be few. does not mean that all of the matching rules are useful. The
(b)The consequents of the evaluated-rules for thesalgorithm can be a way to evaluate the rules efficiently and
gueries could not have a better selectivity. For ex-it is easily structured in the query transformation and-opti

ample, consequent attribute(s) could not contain amrmisation process.
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Graph 1. Query Execution Times of Original Queries & Optimum Queries with Rule Evaluation Algorithm
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Graph 2 Query Execution Times of Original Queries&0ptimum Queries without Rule Evaluation Algorithm
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5. Conclusions rule maintenance, especially for the methods of Statistics
and Knowledge Discovery & Design.
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