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Abstract: Branch and Bound technique is commonly used for intelligent searchdmjra set of integer solutions within a space of
interest. The corresponding binary tree structure provides a natanalglism allowing concurrent evaluation of subproblems using
parallel computing technology. While the master-worker paradigm isesgfally used in many parallel applications as a common
framework to implement parallel applications, it has drawbacks wherga lumber of computing resources are connected via WAN.
A supervisor-master-sub-master-worker algorithm has been gedpd-rom the solved benchmark example this algorithm proved
to provide a considerable save of time. Results show that a consistentlydigtiency can be achieved in solving integer equations,
providing reduction of time. The hierarchical supervisor-mastefraabter-worker algorithm sustains good performance revealed from
the knapsack problem solved as a benchmark example.
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1 Introduction control case (central control scheme) or with multiple
subproblem pools in the distributed control case
Combinatorial Optimization is the process of finding one (distributed control scheme). Parallelization with a &ng
or more of best solutions in a well-defined discrete subproblem pool usually achieves higher efficiency until a
problem space24]. Such problems occur in almost all large number of processors are uséd] fnd [20].
fields of management (e.g. finance, marketing, Parallel Branch and Bound algorithm for Integer
production, scheduling, inventory control, facility programming has been studied since the early eighties
location and layout, data-base management), as well as if2], [8], [16], [17], [22], [23] and [25]. Parallel computers
many engineering disciplines. Branch-and-boundin general and distributed multiprocessor computers in
algorithms are general methods applicable to variougparticular are increasingly accepted as platforms which
combinatorial optimization problems that belong to the provide enhanced computational power in a cost effective
class of NP-hard problemsd][ These algorithms are way. Developing parallel search techniques for these
search-based techniques that enumerate the entiggdatforms has two alternative motivations, namely,
solution space. Parallelization is an appropriate methodpeeding up the solution time for a given model and to
for accelerating the enumeration process. Since théncrease the size of the solvable IP problems; these are
algorithms is usually time consuming in the evaluation of known as speed-up and scale-up in the parallel algorithm
a subproblem, high-level parallelism of such algorithms isliterature. In developing Parallel Branch and Bound
implemented, in which case all the existing subproblems(PB&B) algorithms, the broad aim is to reduce the
are parallelized simultaneously provided that an adequatexecution time in relation to the number of processors
number of processors is available. Even though there argsed and to solve large size problems.
several criteria for classifying parallel branch-and-hdu The paper is organized such that the next section 2
algorithms p], [7], [9] and [19], the most useful criterion provides a brief overview of integer programming.
is the search tree management. The search tree iSection 3 describes the basics of Parallel Branch and
managed with a single subproblem pool in the centralBound algorithm. Section 4 describes the method of the
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proposed parallel branch and bound algorithm usedthe problem is NP-hard, and several well known NP-hard
Section 5 discusses Solving Integer Programmingproblems, such as the set partitioning, covering and
Problem by the Proposed Parallel Branch and Boundoacking problems, are conveniently stated in this way.
Algorithm. Section 6 discusses the computational resultsCommon solution methods for ILP are based on solving
In section 7, a conclusion is introduced. LP, which can usually be done efficiently. If LP happens
to give a 0-1 solution, this is also an optimal solution to
ILP, and for certain common and nontrivial subclasses of
2 Integer Programming 0-1 problems, LP always have an integer solution. For
more difficult problems particular instances may also be

It is often impossible to represent certain features of manygasy in this sense. If however the LP solution has many
real-world problems using only linear constraints andnoninteger values, very little information about the
continuous variables. In modeling a real world problem, it Solution to the 0-1 problem is obtained in this way, and
is often necessary to represent discrete activities byypically techniques such as branch and bound have to be

variables which are restricted to take only integer values. Used to resolve the solution to integrality. This can work
The general mathematical form of integer Very well for small problems and also for larger problems

programming problems is: with special structure, but nevertheless strongly lintits t
Maximize range and size of problems that can be solved. For a full
n presentation of existing methods, see for exampl@ [
Z=3 @ 1) andp1.
. = Branch and bound method is the basic workhorse
Subject to. technique for solving integer and discrete programming
N problems. The method is based on the observation that the
Z aji % <bj,(j=1,23,....m), (2)  enumeration of integer solutions has a tree structure. The
& main idea of the branch and bound algorithm is to find an
optimal solution and to prove its optimality by
) . successively partitioning the feasible set of the solytion
X > 0, x; integers and(i = 1,2,3,...,n). (3)  or the original problem, into subproblems of smaller size.
. . . These subproblems are investigated by computing
Such problems are called linear integer-programming|q\er/upper bounds of the objective function. These

problems. It is said to be mixed integer program when|qer/upper bounds are used to avoid exhaustive search
some, but not all, variables are restricted to be integer, an ,f the solution space.

is called a pure integer program when all decision

variables are integers. If the constraints are of network

nature, then an integer solution can be obtained by

ignoring the integrality restrictions and solving the 3 Parallel Branch and Bound

resulting linear program. Otherwise, variables will be

fractional in the linear-programming solution, and furthe The branch and bound is the divide and conquer method.

measures must be taken to determine the integerwe divide a large problem into a few smaller ones. (This

programming solution. is the "branch” part). The conquering part is done by
Note, that MIPs in maximization form can be estimate how good a solution we can get for each smaller

transformed to minimization form by multiplying the problems (to do this, we may have to divide the problem

objective function vector by -1. Similarly, 2" fyrther, until we get a problem that we can handle), that is

constraints can be multiplied by -1 to obtain<™ the "bound” part 8].

constraints. Equations can be replaced by two opposite The pranch and bound algorithm is able to be

inequalities 1]. _ _ parallelized by distributing computation of subproblems
We consider the 0-1 integer programming problem: o multiple computing nodes. Parallel branch and bound

Maximize n algorithms with the master-worker algorithm, where a
7 — Zl CiX;. (4) single master process dispatches tasks to multiple worker

= processes, have been proposed in many literati8kes |[

Subject to. [1_8]. In master-worker algorithm, a single master process
dispatches subproblems, which correspond to leaf nodes

n on the search tree, to multiple worker processes and
Z aji X <bj,(j=1,23,...,m), (5)  receives the computed results from the worker processes.
i= The computed results contain the best upper bound of the
x;=00r1,(i=123..n). ©6) objective function, and subproblems that have generated

by branching and have not been pruned on a worker
We will restrict our attention to the case where a is process. Also, the parallel algorithm with the hierarchica
0-1, and where b is integer. Also with these restrictions,master-worker paradigm is proposed to improve
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performance on large-scale computing environmég} [ subproblems to worker processes and receives computed
and R8g]. results from the worker processes. A supervisor process
performs load balancing among master processes by
delivering subproblems to master processes. A Master
3.1 Previous work process performs load balancing among sub-master
processes by delivering subproblems to sub-master
Carrying out a literature revealed that the master-workefrocesses. Also, a supervisor process, master processes,
used in large scale size problems suffers fromand sub-master processes gather the best upper bound of
communication overhead, and bottleneck on a Singlethe objective function, which is computed on each worker
Master Process. process, and updates the current best upper bound on all
worker processes hierarchically.
The updating of the current best upper bound
3.1.1 Communication overhead improves the performance of the application. Figure 4.1
shows an overview of the proposed algorithm. On the
Communication overhead between a master process arfijure, Zwy, Zvi, Zsmj, and Z denote the current best
worker processes affects the performance of anupper bound of the objective function stored on a worker
application significantly. Communication occurs when aprocess\W, a master proceshl;, a sub-master process
master process dispatches a task to a worker process andsaj and a supervisor process, respectively. Here,1,2
worker process returns computed results to a master.. is the number of worker processes in a set of a master
process. Performance degradation occurs wherand worker processes and= 1,2 ... is the number of
communication overhead is relatively large comparedmaster processes, and= 1,2 ... is the number of sub-
with execution time of a single task. Thus, the impact of master processes.
communication overhead on performance could be The supervisor, master, sub-master, and worker
significant. In the supervisor-master-sub-master-workemprocesses in the proposed algorithm are described in
algorithm, the traffics between supervisor-mastersdetails in the rest of this section.
processes, master-submasters processes, and
submaster-worker processes are reduced.

rw
3.1.2 Bottleneck on a Single Master Process — o e &
(B8] == b

4oM ey -
The performance of a master process could be a TR e e, — U
bottleneck of application performance if the master S ' "
process controls too many worker processes. A master o _ L
process continuously communicates with all worker B O e
processes to find an idle worker process, to dispatch new @';': il

tasks and to receive computed results. A master process
needs to perform these procedures in very frequent

manner. Thus, if a master process controls too man3f:ig. 1: Proposed Hierarchical Supervisor-Master-Sub master-

worker processes (in large scale problems), proceduregq er Paradigm
for computation and 1/0O on a master process degrades

performance.

4 Proposed Parallel Branch and Bound 4.1 Supervisor Process

This section describes the proposed parallel branch an@ ghervisor process achieves load balancing; distribute
bound algorithm to solve the large-scale integeryhe equal number of subproblems to master processes,

programming  Problems  with = the  hierarchical onq ghares the best upper bound of the objective function
supervisor-master-sub-master-worker paradigm, where a4 41l processes by performing the following steps:
supervisor process controls multiple process sets, each o

which is composed of a master processes. Each masterl.A supervisor process receives the computed results
composed of sub-master processes and each sub-master from the master proced4;.

composed of worker processes. A set of 2.A supervisor process compargég; with the current
master-sub-master-worker processes performs a parallel best upper bound Z. Ey; is less than Z a supervisor
branch and bound method for a subset of a search tree, process updates Z to the valueAf; and requests all
that is, a master process dispatches subproblems to master processes to update the current best upper
multiple sub-masters, each sub-master process dispatches bound on the master processes with the updated Z.
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3.A supervisor process computes the lowest lower 3.Sy; sends the results to a master process. The results
bound of the objective function by comparing the contain the number of subproblems assigne&o,
lowest lower bounds computed on master processes, Zsyjthe current lowest lower bound of the objective
and examines the optimality of the problem, if the function, and the solution of the objective function.
problem is feasible and optimal, a supervisor process 4.Sy; searches for idle worker processesSif; finds
requests all master processes to terminate an idle worker proces§\, it performs the following
computation. steps:

—Suj receives computed results, which contains
subproblems generated oW, Zwk and the

solution of the objective function fromi.

4.2 Master Process —Suj prunes subproblems which their lower bounds

) ) o exceedgw .
A master processyl;, achieves load balancing; distribute —Suj compares the curre@isyj andZw. If Zwy is
the equal number of subproblems to sub-master less thanZswj, Suj updatesZs; to the value of
processes. It repeats the following steps until it recedves Zwke
request from a supervisor process to terminate the —Su;j dispatches a new subproblem and senglg
computation. to W

1.M; receives new subproblems and the current best
upper bound of the objective function stored oN 4 4 Worker Process
supervisor, or Z, from supervisor. )
2.M; compares the best upper bound stored on theA
supervisor process Z, with the currefy;. If Z is less
thanZy;, M; update<Zy; to the value of Z.

worker process W, performs the following steps
whenever it is dispatched a subproblem from a sub-master

3.M; sends the results to a supervisor process containing OCessSu;-
the number of subproblems assignedMg Zy; the 1 W receives a subproblem and the current best upper
current lowest lower bound of the objective function,  bound of the objective function stored &qj, or Zswmj,
and the solution of the objective function. from Syj.

4 M; searches for idle sub-master processeb/;Ifinds 2W, applies branch and bound technique on the
an idle sub-master procesS§vj, it performs the subproblem and generates a tree of subproblems.
following steps: 3W computes the lower/upper bound of the objective

_Mi receives Computed results Containing function for Subproblems on the tree. For each
subproblems generated ofyj, Zswj and the subproblem on the tree, if the computed upper bound
solution of the objective function, frorBy;. is less than the current best upper bound storedijon

—M; prunes subproblems which their lower bounds O Zwk Wk updateZy to the lower value.
exceedy;. 4 W prunes subproblems which their lower bounds

—M; compares the curre@ly; andZgwj. If Zswj is exceedyk.
less tharZyi, Suj updatey; to the value 0Zsw . 5W returns the computed results, or subproblems that

—M; dispatches a new subproblem and senfgsto have not been prunedw and the solution of the
Svij. objective function tdSy ;.

4.3 Sub-Master Process 4.5 Waiting nodes organizing
Each worker keeps a local list of waiting nodes on the
A sub-master process performs a parallel branch andbasis of node evaluation criterion. The list of waiting
bound method with worker processes and achieves loadodes is the most important item, which is requested by
balancing in cooperation with a master process. Athe sub-master. Moreover, the nodes which are higher up
sub-master process, SMj, repeats the following steps untiin the sorted list are more likely to be transmitted first.
it receives a request to terminate the computation from alr'herefore, a procedure has been set up to keep the list of
master process. waiting nodes sorted considering their priority as
determined by the given criterion. Whenever a worker
1.5vj receives new subproblems and the current besproduces two new nodes or receives a number of nodes
upper bound of the objective function storedMp or from the sub-master, this procedure is called to place
Zyi, from M;. these nodes. The nodes are then stored according to the
2.5qj compares the best upper bound stored on thegiven priority in the local list. The following is a
master process, @i, with the currenZswj. If Zy; is summary of the procedure by which the list of waiting
less tharZsmj, Suj updatesZsyj to the value oZy;. nodes is organized.
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—Sorting the list: If there are new nodes to add to the
local list then insert them into the list of waiting nodes
in their proper priority, according to the strategy X1—Xz+3X4+ 7X5-+8Xs+5%7 —Xg— 7Xg+4x10>12 (9)

chosen.
—Pruning nodes:
-If the list is empty then Exit.

-If the node satisfies the pruned conditions then

prune this node.

-Otherwise: Pointing to the next node to be solved.

—Exit.

—

Fig. 2: Flowchart for proposed Parallel B&B

5 Solving Integer Programming Problem by

the Proposed Parallel Branch and Bound

Algorithm

Ao+ Tx3+ X4+ 2% —5X+3x9+9x0>1  (10)

2X1 + 4X3 — X4 + 4Xg + BXg + 310 > 2 (11)

Xj are integers for =1,2,3,....,10 (12)

The first step is to solve the problem using
LP-relaxation and put the solution into the supervisor list
the initial solution is shown in Table 5.1.

Table 1: Initial solution using LP-relaxation
Z X[ X[ XX | X | X [ X7 | X8 | X | X10

Sgenins 36550 | 0 | O | 3.3020 | 1.0970.1490 | 1.06 0
with Z update £
1o the vahie of
z
¥ That is, the optimal value of the LP-relaxation is an
W pddss g to upper bound z = 36.5513, and there are four non integer
I . variables in the initial solutiorxs, Xg, X7, and xg, the
S updates Z., supervisor divides these variables among the masters
- e using the loading balance. Let's deal with the non integer
variables in the initial solution, supervisor sends veadab
Wt it X7 andXg to 15t master(M;), and sends, andxs to nd

master(My). My divides its variables among sub-masters
by sendingxg to 15 sub-mastefSy1), and sending; to
the 2d sub-masten(Suz). My also divides its variables
among sub-masters by sendigto 15t sub-master itMy,
and sendingy to the 29 sub-master iM,.

Sw1 in My assigns the variabbe to the £t worker (W)
which uses the branch and bound technique for the non
integer variable. The solution that is gained is shown in
Table 5.2.

Table 2: Solution of B&B onxg variable

Z | X [ X | X[ X | X5 | X | X7 | X8 | X9 | X10
35970 | O | O | 3.3370 | 1.0670.0890 | 1 0

Wi delivers the solution t&y; in M; to add the new

benchmark tests the algorithm and compares results imon integer variable, xg, andx to its list, and thergy
many papers, so let us solve the following example by thedispatches them to the workers by assigniggo Wi, Xe
proposed algorithm, Assuming that we have two masters.to Wo, andxz to W5 to be solved, then the workers deliver

Max

Z = 2X1 — Xp + 4Xg + TXq — 5%5 4 12¢g + 9x7 — 4xg — X9 + 2x10 (7)

S.t.

3X1 — X + 2X3 + 4Xg — 3X7 + 8Xg + X9 > 5

(8)

the solutions tdSy1 in My to compare them and choose
the best solution among them. At the same tilBg; in

M1, Su1 in M2, andSy2 in M2 do the same steps on the
non integer variables that have been assigned to each one
until we obtain the integer solution. The first integer
solution has been obtained W in Sy1 in My at the
iteration number three, and it is shown in Table 5.3.
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Table 3: First integer solution obtained Rl e
Z | X1 | X2 | X3 | X | X5 | Xg | X7 | Xg | X9 | X10 i
3200030100 [1]oO e 7
o0+ -
£ qwmo P
| B s —+—pth
. . . a A1, i / ”
Sv1 in M1 compares the solutions of its workers and w0 M./"
find that the best solution is the integer solutioi\gf and L L —
then it delivers this solution td1; which compares the b of riables

solutions ofSy1 andSy3 to find the best of them. Then it
delivgrs the solution to th(=T supervisor.which compares theFig. 3: Execution
solutions ofM; andM; to find that the integer solution at problems

My is the best solution. Supervisor broadcasts the best

solution to masters, sub-masters, and workers to terminate

the solution. The final (optimal) solution of this problem

that has been broadcast by the supervisor is shown igpproximately equal in both algorithms (PPBB, and
Table 5.4. MW). However moving to largest scale problems, the
execution time of PPBB was obviously smaller than that
in MW. It may be included from the results that as the

time of different instances of knapsack

Table 4: Final solution of the problem number of variables , increases the difference between
Z [ x [ % [x[X[x[x[x]x[xX | o execution time of the two algorithms will assure the better
32l0lo0lo0o[3Jol1]of]o0of[1] o0 performance of the PPBB algorithm with a clear
reduction of execution time dealing with large-scale

problems.

From the previous results we can conclude from the
authors view, the efficiency improvement between PPBB
6 Computational Results and MW as shown in Eq1Q).

This section presents computational re_sults of the Tk % 100% (13)

proposed parallel branch and bound algorithm to solve i

e ek rmoter paagine s Wihere T s e oxecuion me of PPB method
. o eande is the execution time of MW method. The results

computational results show performance comparisor, .. chown in table 6.6

between the master-worker algorithm (MW) and the o

hierarchical  supervisor-  master-sub-master-worker

algorithm (PPBB). Table 6.5, and Figure 6.3 present

execution time to solve knapsack problems by MW andTable 6: Efficiency Improvement in Time between PPBB and

PPBB. A supervisor process, a master processMW.

sub-master process and worker processes run on | No.ofvariables| Efficiency Improvementin Time
computers (PIV 3.0GHz, 1024MB RAM.) connected to 10 326.1%
LAN. 50 188.6%
100 466.1%
500 415.8%
Table 5: Execution time of different instances of knapsack 1000 728.5%
problems. 2000 537.9%
No. of Variables PPBB. MW .
Time Time - o )
z (ms) Z (ms) It appears that the efficiency in time of PPBB is much
10 241 111 241 362 greater than MW. Also, It appears that in large problem
50 569 326 569 1558 sizes the time efficiency in PPBB gets better than MW.
100 460 1542 | 460 7188
500 965 6284 | 965 26115
1000 4266 10109 | 4266 73645 Conclusion
2000 10242 | 18127 | 10242 | 97518

This paper proposed a parallel branch and bound

algorithm to solve large-scale integer programming

Computed results show that in small problems; with problems that parallelized with the hierarchical
10, and 50 variables, the execution times weresupervisor-master-sub-master-worker algorithm, and
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master-worker algorithm. The algorithm effectively Computing with Hierarchical Master-worker Paradigm
overcomes the drawbacks of master-worker algorithm, for Parallel Branch and Bound AlgorithmEEE/ACM
such as communication overhead by putting frequent  International Symposium on Cluster Computing and the
communication between a master process, a sub-master Grid, 3, (2003).

processes, and worker processes in tightly coupledl4]K. Seymour, H. Nakada, S. Matsuoka, J. Dongarra, C
computing resources. It also, overcomes bottleneck on a  Lee and H. Casanova, Overview of GridRP&,Remote
single master process by distributing work among Pr(_)cedure Call API for Grid Computing, Grid Computing
multiple master processes. The algorithm also, increasef Grid 2002, LNCS253¢2002). _
the efficiency of the solution process, improves the 15] M. O. Neary and P. Cappello, Advanced Eager Scheduling

e e for Java-Based Adaptively Parallel Computirgroc. of
perfqrmance scalability by distributing _Work among the 2002 joint ACM-IZCO)IQE conference gn Jraiava Grande
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