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The new generation open programmable architecture of network components, 
ForCES (Forwarding and Control Elements Separation), has efficient, open, 
distributed, modular and programmable features. ForCES technology and even open 
architecture network have developed rapidly. However, the research for ForCES 
architecture mainly focuses on the functions and standards at present. To ensure 
ForCES architecture can provide users with a more efficient computing environment, 
we need to monitor the real-time running situation of a ForCES architecture network 
to provide the basis for performance evaluation and optimization. We propose to use 
the SRFsTME algorithm to estimate the traffic matrix to monitor the ForCES 
architecture network. Simulation results show that the SRFsTME algorithm is 
suitable for ForCES architecture. 
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1  Introduction 

The new generation open programmable architecture of network components, 
ForCES (Forwarding and Control Elements Separation), has efficient, open, distributed, 
modular and programmable features. In the context of accelerating the development of 
triple play, which replaces the traditional network products, becomes a trend. Currently 
industrial and research institutions are exploring the use of distributed architecture to 
improve the handling capacity of network devices. In this regard internationally new 
types of network architectures are emerging. New network architecture needs to model 
the various parts of the network components. Communication between modules uses an 
open, unified interface. Scalability and programmability of network are improved 
apparently. 

ForCES is considered to be widely used in the Next-Generation Network (NGN).  

                                                        
   

Our ForCES workgroup has studied related ForCES protocols for 8 years, which is one of 
the core strengths in the IETF ForCES working groups. Our workgroup is working at  
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studying architecture [1] and protocol standards [2] of the open programmable IP router 
and provides framework and guidance to the openness, programmability and high re-
configurability for NGN. In ForCES architecture protocol messages are transmitted 
between CE (Control Element) and FE (Forwarding Element). The ForCES architecture 
can control multiple FE and CE in parallel and this can improve the scalability, flexibility 
and internal operability of the router. 

In recent years ForCES technology and even open architecture network have 
developed  rapidly, but achieving research goals, network efficiency, is still a difficult 
task. Next-generation network requires a higher network computing performance and 
packet forwarding performance of the network devices.  However, the research for 
ForCES architecture mainly focuses on the functions and standards at present. To ensure 
ForCES architecture can provide users with more efficient computing environment, we 
need to monitor the real-time running situation of ForCES architecture network and 
provide the basis for performance evaluation and optimization.  

This paper firstly introduces the concept of traffic matrix to monitor the global 
traffic of ForCES architecture. A traffic matrix describes the amount of traffic that flows 
between every possible pairs of origin and destination nodes in a network. The traffic 
matrix is the perspective of the whole network flow. It can clearly reflect the flows on 
each path of ForCES architecture. It is an important means of network monitoring and 
can be used for performance evaluation and optimization. However, direct measurements 
to obtain traffic matrices are prohibitively expensive [3] and so many estimation methods 
based on some available information are used to populate the traffic matrix. With the 
development of estimation methods and the continuous improvement of estimation 
accuracy, traffic matrix has been gradually applied to the various network fields (traffic 
engineering, network management, network security etc.). All these have a far-reaching 
impact on the development of network technology. 

This paper is organized as follows. Section 2 briefly introduces related works about 
traffic matrix estimation and ForCES architecture. In Section 3 we introduce the 
SRFsTME algorithm. In Section 4 we test the SRFsTME algorithm performance in the 
ForCES architecture network. Section 5 presents our concluding remarks. 

 

2  Related works 
2.1 Traffic matrix Estimation 

Many of the previous work on IP traffic matrix estimation have incorporated prior 
information to solve the ill-posed linear inverse problem. With recent advances in flow 
monitoring techniques, TM can somewhat be obtained by direct measurement, but [4] 
shows that the communications overhead is still too large.  Hence the authors propose the 
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use of flow monitoring in a lightweight fashion -- that of turning flow monitors on only 
when (in time) and where (which nodes) needed. Based on this idea, the new generation 
methods, such as fanout [4], PCA [5] and Kalman Filtering [5], are proposed. Soule et al. 
[5] introduces the PCA method which relies on Principal Component Analysis (PCA). 
The final method makes use of Kalman Filtering techniques and is hence referred to as 
the Kalman Filtering method, which is also introduced in the paper [4] for the first time. 

  
2.2 ForCES Architecture 

According to ForCES framework (RFC3746) Error! Reference source not found., 
the ForCES architecture [1] is shown in Figure 2.1. 

 
Figure 2.1:  ForCES Architecture 

The ForCES architecture defines the ForCES components. These components may be 
connected in different kinds of topologies for flexible packet processing. 

Figure 2.1 shows the logical components of the ForCES architecture and their 
relationships. The ForCES includes two kinds of components inside the network element 
(NE): CE and FE. FE is the forwarding layer (or called the data layer) of the router. It 
processes each data packet specifically, such as classifiers, schedules, routes and so on. 
CE is the control layer of the router. In order to manage the router, CE sends a series of 
messages defined by the ForCES protocol to FE. For example, CE changes the 
classification rules of a data packet and changes the scheduling strategies. FE cannot 
modify router attributes. It is controlled by CE entirely.  According to demand CE can 
add or delete FE, configure the properties of the various functional modules in FE and so 
on. The ForCES router has a high flexibility which the router of traditional architecture 
has not. 

Figure 2.1 shows all the important reference points. The ForCES Protocol is defined 
on the reference point, Fp. Fi is the interface between FEs, Fr is the interface between 
CEs and Fi/f is the external interface of FEs. 

3  SRFsTME Algorithms 

When one uses the Kalman Filtering method to estimate the traffic matrix, we find 
that the error covariance calculation components of the Kalman Filtering are difficult to 
implement in realistic network systems, the numerical difficulties have occurred in 
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problems with singular and nearly singular estimation covariance matrices because of the 
ill-conditioning in the MATLAB environments. To cope with these ill-conditioning 
situations of Kalman Filtering, we modify or replace the algorithm with one numerically 
better-conditioned model. The Square Root Filtering is such a solution and it has 
inherently better stability and numerical accuracy than the Kalman Filtering. We design 
the SRFsTME algorithm [7] based on the Square root factorization [8], which involves a 
“square root” of the error covariance matrix and corresponds to the factorization of the 
Kalman Filtering/Smoothing algorithm. Our SRFsTME algorithm is implemented in a 
form of feedback control through the following two filtering steps and one smoothing 
step as follows: 

(1)  Filtering Prediction Step: We use the MWGS (Modified Weighted Gram-Schmidt 
Orthogonalization) to implement the traffic matrix prediction to replace that of the 
standard Kalman Filtering. It is an alternate algorithm with better overall numerical 
stability and accuracy. The standard forms of the prediction step and its covariance 
matrix can be rewritten as follows: 

xt+1 = Cxt + Gwt     (3.1) 

                                            P(−) = CP(+)CT + GQGT          (3.2) 

where G is the coefficient of the noise process. Eq. (3.3) uses triangularization of the Q 
matrix (if it is not yet diagonal) in the form Q= GDQGT, where DQ is a diagonal matrix. 
Define 
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Consequently the factors ( ) T
kU L− = , ( )kD Dβ− =  are the solutions of the prediction step 

for the UD Filtering. The prediction step continues with the factorization used in the 
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estimation step such that we can use the obtained UD matrices to obtain an estimate of 
P(−). 

(2) Filtering Estimation Step: This step updates the state and variance using a 
combination of the predicted state and the observation y. The Kalman Filtering form of 
the estimation step of the covariance matrix is 

                          ( ) ( )( ) ( )
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where v=UT(-)AT is an n-vector and n is the dimension of the state vector. The posterior U 
factors can be solved from the equation U(+)=U(-)B. Therefore, for the estimation step of 
the UD factors of the covariance matrix P, it suffices to find a numerically stable and 
efficient method for the appropriate B. This estimation step continues with the 
factorization used in the smoothing updating step such that we can use the obtained UD 
matrices to obtain an estimate of P(+). 

(3) Smoothing updating step: We use the UD covariance factorization of Rank-2 
Smoother algorithm [9] to implement the smoothing updating step for realizing the EM 
algorithm to estimate the parameters C, Q and R of the filtering equation.  

The above three steps are repeated until the system parameters of the maximization 
step of EM algorithm have converged. When the iterations are terminated, the output of 
the filtering prediction step, xt, t=T,T-1,…,1, is our estimated traffic matrix. 

4  Experiments and Results 

Traffic matrices may be estimated or measured at varying levels of detail [10]: 
between Points-of-Presence (PoPs), routers, links or even IP prefixes. We estimated the 
routers level traffic matrix based on the simulation data of the NS2 to evaluate our 
SRFsTME algorithm in the ForCES architecture network. Figure 4.1 illustrates the 5-
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nodes routers level topology of the ForCES architecture network. In this topology there 
are one CE node and four FE nodes. This topology can represent the traffic flow of the 
ForCES architecture. 

CE

FE1 FE2 FE3 FE4
 

Figure 4.1:  5-Nodes Topology of ForCES Architecture 

Based on this topology we simulate the SNMP data and route information to validate 
the accuracy and stability of the SRFsTME algorithm in the ForCES architecture. To 
evaluate the estimation results of the algorithms we need to measure some OD TM 
directly through simulation. 

In this 5-nodes abstract topology every link is bidirectional so that there are 14 links 
and 20 ODs altogether. In this part we discuss the performance of the estimation methods 
based on the estimation results obtained from the computation of 20 ODs. To outline the 
estimation results clearly, we only illustrate them at 10 time slots at most.  

Figure 4.2 shows the estimation results about 20 ODs at 5th and 9th time slots.  It 
presents the estimated TM by SRFs traffic matrix estimation (SRFsTME) algorithm and 
also presents the direct measurement OD traffic. From Figure 4.2(a) we notice that the 
estimated TM fits well with the original OD traffic at most points while that of the KF 
method is not accurate at the 3rd, 5th and 15th points. From Figure 4.2(b) we can see that 
the estimated TM is more accurate and stable compared with the original OD traffic 
matrix. 

The estimation results about 2 ODs at 10 time slots are shown in Figure 4.3. From 
these results we can see that the estimation results of estimated TM is stable at most time 
slots. So, from the perspectives of the accuracy and stability of the estimation methods, 
we can say that the SRFsTME algorithm is suitable for ForCES architecture. 
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Figure 4.2: Estimation results about 20 ODs at 5th and 9th time slots 

 

 

Figure 4.3: Estimation results about 3rd and 7th ODs at all 10 time slots 

(a) 

(b) 

(a) 

(b) 
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5  Conclusions 

In this paper we firstly introduced the ForCES architecture. ForCES is an efficient, 
open, distributed, modular and programmable network architecture. To ensure ForCES 
architecture can provide users with more efficient computing environment, we proposed 
to use the SRFsTME algorithm to estimate traffic matrix to monitor the ForCES 
architecture network. Simulation results show that the SRFsTME algorithm is suitable for 
ForCES architecture. We will validate the utility of traffic matrix estimation algorithm in 
the ForCES architecture further in our future work. 
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