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Abstract: This paper based on the metaphor of specialization and cooperation in steppe tribes of the human society, tribe glowworm
swarm optimization (TGSO) algorithm was presented to solve the problem of low precision and easy to fall into local optimization of
the glowworm swarm optimization (GSO) algorithm. In the proposed tribe glowworm swarm optimization approach, all glowworms
are divided into a certain tribes. Finally, the flow shop scheduling problem is utilized to illustrate the effectiveness of the proposed tribe
glowworm swarm optimization approach.
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1 Introduction

Glowworm Swarm Optimization (GSO) algo-rithm which
is a novel swarm intelligence algo-rithm was advanced by
Indian scholars K. N. Krishnanand and D. Ghose in 2005
years. The inspiration of the basic GSO algorithm comes
from the phenomenon that one glowworm can be
attracted by another one which has a higher luciferin
value and then moves toward it. In the nature, glowworms
communicate with each other by releasing luciferin.
Glowworms release luciferin when they are flying, so
they can give out luciferin light. Glowworms attract
others around them by giving out fluorescent light. The
higher the concentration of luciferin, the greater the
intensity of fluorescence, then glowworm can be able to
attract more other glowworms. By simulating this
phenomenon, the characteristics of the artificial
glowworm swarm optimization algorithm can be drawn:
the search strategy of this algorithm is multi-point parallel
global randomly search based on population and without
the evolution of complex operations. It according to the
individual glowworm’s decision range determines the
search path, and then achieves the optimal effect. So far,
GSO algorithm has been successfully used in the noise
test, simulation of the sensor machine crowd, clustering

analysis, numerical optimization calculation, knapsack
problem, etc.

Although GSO algorithm has a strong versatility, but
this algorithm still exist some shortcomings, such as low
precision and easy to fall into local optimization. To solve
these shortcomings, this article refers to human society
that classification management in the tribes of the
grassland then put the classification management
structure into the basic GSO algorithm and proposed a
glowworm swarm optimization algorithm based tribes. In
order to verify the effectiveness of the proposed algorithm
in this paper, successfully applied it to the flow shop
scheduling problem. The experimental results show that
the proposed algorithm has obvious advantages in the
convergence and in terms of overall.

The paper is organized as follows. The basic
glowworm swarm optimization algorithm is given in
Section 2. The glowworm swarm optimization algorithm
based tribes is presented in Section 3. Section 4 deals
with the effect of algorithm’s parameters on TGSO’s
performance. The result shows that have higher
computation accuracy and convergence speed. This paper
concludes with some remarks in Section 5.
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2 The Basic Glowworm Swarm Optimization
Algorithm

In the basic GSO algorithm, a swarm of glowworms are
randomly distributed in the search space of object
functions. Accordingly, these glowworms carry a
luminescent quantity called luciferin along with them and
they have their own decision domain ri

d(0 < ri
d ≤ rs). The

glowworms emit light which intensity is proportional to
the associated luciferin and interact with other
glowworms within a variable neighborhood. The
glowworms’ luciferin inten-sity is related to the fitness of
their current loca-tions. The higher the intensity of
luciferin, the better the location of glowworm, in other
words, the glowworm represents a good target value.
Otherwise, the target value is poor. A glowworm i
considers another glowworm j as its neighbor if j is
within the neighborhood range of i and the luciferin level
of j is higher than that of i. In particular, the
neighborhood is defined as a local-decision domain that
has a variable neighborhood range ri

d bounded by a radial
sensor range rs(0 < ri

d ≤ rs). Each glowworm selects,
using a probabilistic mechanism, a neighbor that has a
luciferin value higher than its own and moves toward it.
That is, glowworms are attracted by neighbors that glow
brighter. In addition, the size of the neighborhood range
of each glowworm is influenced by the quantity of
glowworms in the neighborhood range. The
neighborhood range of the glowworm is propor-tional to
the density of its neighbors. If the neighborhood range
covers low density of glowworms, the neighborhood
range will be increased. On the contrary, the
neighborhood range will be reduced.

Generally, GSO algorithm includes four stages as
follows:

[(1)]The initial distribution of glowworms phase The
initial distribution of glowworms phase, in other
words, it is initialization phase. Purpose is to make the
glowworms randomly distribute in the search space of
object functions. Accordingly, these glowworms carry
the same intensity luciferin and they have the same
decision domain r0. Luciferin-update phase The
glowworms’ luciferin intensity is related to the fitness
of their current locations. The higher the intensity of
luciferin, the better the location of glowworm, in other
words, the glowworm represents a good target value.
Otherwise, the target value is poor. In the algorithm of
each iteration process, all the glowworms’ position
will change, and then the luciferin value also follows
updates. At time t, the location of the glowworm i is
xi(t), corresponding value of the objective function at
glowworm i’s location at time t is J(xi(t)), put the
J(xi(t)) into the li(t), li(t) represents the luciferin
level associated with glowworm i at time t. The
formula as follows

li(t) = (1−ρ)li(t−1)+ γJ(xi(t)), (1)

where ρ is the luciferin decay constant (0 < ρ < 1), γ
is the luciferin enhancement constant.
Movement-phase At the movement phase, every
glowworm se-lects a neighbor and then moves toward
it with a certain probability. As the glowworm i’s
neighbor need to meet two requirements: one, the
glowworm within the decision domain of glowworm
i; two, the luciferin value is larger than the glowworm
i’s. Glowworm i moves toward a neighbor j which
comes from Ni(t) with a certain probability, the
probability is pi j(t). Using the formula (2) calculates
it:

pi j(t) =
l j(t)− li(t)

∑k∈Ni(t) lk(t)− li(t)
(2)

Glowworm i after moving, the location is updated, the
location update formula is

xi(t +1) = xi(t)+ st∗

(
x j(t)− xi(t)∥∥x j(t)− xi(t)

∥∥
)

(3)

where st is the step size. Neighborhood range update
phase With the glowworm’s position updating, it
neighborhood range also follow update. If the
neighborhood range covers low density of
glow-worms, the neighborhood range will be
increased. On the contrary, the neighborhood range
will be reduced. The formula of neighborhood range
update as follows:

ri
d(t +1) = min{rs,max{0,ri

d(t)+β (nt −|Ni(t)|)}}
(4)

where β is a constant parameter and nt is a parameter
used to control the number of neighbors. The Basic
GSO algorithm as follows [1]:

Set
number of dimensions = m Set number of glowworms
= n Let s be the step size Let xi(t) be the location of
glowworm i at time t Deploy agents randomly; for
i=1 to n do li(0) = l0 ri

d(0) = ro set maximum
iteration number=iter max; while ( t < iter max) do {
for each glowworm i do: % Luciferin-update phase;
li(t) = (1− ρ)li(t − 1) + γJ(xi(t)) %See(1) for each
glowworm i do :% Movement-phase {
Ni(t) = { j : di j(t) < ri

d(t); li(t) < l j(t)}; for each

glowworm j ∈ Ni(t) do; pi j(t) =
l j(t)− li(t)

∑k∈Ni(t) lk(t)− li(t)
;

%See(2) k = select glowworm(
⇀p)

xi(t + 1) = xi(t) + st∗
(

x j(t)−xi(t)

∥x j(t)−xi(t)∥

)
; %See(3)

ri
d(t + 1) = min{rs,max{0,ri

d(t) + β (nt − |Ni(t)|)}}
%See(4) } t ← t + 1 : }

Implementation at the GSO at the individual agent
level gives rise to two major phases at the group level:
Formation of dynamic networks that results in splitting of
the swarm into sub-swarms and local convergence of

c⃝ 2013 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci. 7, No. 2L, 537-541 (2013) / www.naturalspublishing.com/Journals.asp 539

glowworms in each subgroup to the peak locations. In this
paper, the glowworm swarm optimation algorithm based
tribes are briefly described below.

3 Glowworm Swarm Optimization
Algorithm Based Tribes

In this section, we make them imitate community-the
organizational structure of the human society and then
make the basic GSO further improve. In the vast
grassland of the human society, there are many small
tribes. Each tribe has a tribal leader who has very strong
ability to lead them, and the grassland is always to the
leadership by the total head, while the total head was
selected from the tribal leaders. Based on this kind of
mechanism, a glowworm swarm optimization algorithm
based tribes (TGSO) was proposed in this paper.

3.1 Tribal Structure

Assume that there are totally l ×m glow-worms in the
population P. In the initiation step of tribe-GSO
algorithm, the population P is divided into l
sub-populations, called as tribes. Each tribe has the same
structure of the basic GSO model: it has m glowworms
and the best glowworm from them is called tbest. In each
tribe, glowworms obey the formula of basic GSO to select
the tbest, so every tribe i(i = 1,2, .., l) has a tribal
optimum tbesti. The global optimum of the population
gbest get from the tribal optimum tbesti(i = 1,2, .., l). The
tribal structure is shown in Figure 1.

In the tribe-GSO algorithm, it has two layers: all tribes
form the first layer; the glowworms with the brightest light
of each tribe form the second layer, so the global optimum
comes from the second layer according to the basic GSO.
In the first layer, tribes operate independently, each tribe
do not have any information exchange. In the second layer,
tribes communicate with each other using the glowworm
with the brightest light of each tribe, and then obtain the
global optimum.

3.2 The Glowworm Swarm Optimization
Algorithm Based Tribes (TGSO)

The steps of the glowworm swarm optimization algorithm
based tribes can be described as follows:

1.2.3.4.Step 1:Initialize the population P, dimension m, the
number of glowworms l×m, step size st and so on.

Step 2:The population P is divided into several
sub-populations. The number of sub-population is l.
The size of sub-populations is m. Each sub-population
is a tribe.

Step 3:Placing the glowworms randomly in the search
space of the object function.

gbest

Tribe 1

Individual 1

tbest1

tbest2

Individual 2

Tribe 2

Individual Individual

Fig. 1 Based tribes structure of Tribe-GSO

Step 4:Tribes operate independently. Using the formula
(1) put the J(xi(t)) into the li(t), li(t) represents the
luciferin level associated with glowworm i at time t.
J(xi(t)) represents the value of the objective function
at glowworm i’s location at time t.

Step 5:Each glowworm in the tribes selects a neighbor that
has a luciferin value higher than its own to make up the
Ni(t).

Step 6:The glowworm i in the tribes using the formula (2)
select a neighbor and move toward it, then using the
formula (3) update the location of the glowworm i.

Step 7:Glowworm i use the formula (4) to update the value
of the variable neighborhood range.

Step 8:Selecting the glowworm with the brightest light of
each tribe at time t, then form the second level using
them.

Step 9:Glowworm in the second level obey the formula
of the basic GSO to select the glowworm with the
brightest light.

Step 10:If reached the maximum number of iterations,
executing the step (11); otherwise, executing the step
(4).

Step 11:Output the results. The end.

Based tribes structure of Tribe-GSO algorithm flow
char is as Figure 2.

4 Simulation Results

4.1 Experimental Platform

Environment for running programs of this experiment:
processor: CPU T4400, main frequency: 2.20GHz,
memory: 2.00GB, operating system: Windows 7.0,
Mathematical software: Matlab 7.0.

4.2 Parameters Set

The glowworm swarm optimization algorithm based tribes
algorithm used to solve flow shop scheduling problem.

c⃝ 2013 NSP
Natural Sciences Publishing Cor.



540 C. Bianca, M. Ferrara, L. Guerrini: Hopf bifurcations in a model of capital accumulation

Form the second level

Count > maxt

Set count=1

Glowworms in each tribe hunt for the need 

glowworms according to the basic GSO

Start

Initialize the population

The population is divided

Into l tribes

Yes

No

The end 

Glowworms in the second level obey 

the formula of the basic GSO to select

the glowworm with the brightest light

Fig. 2 Based tribe’s structure of Tribe-GSO algorithm flow char

In this section, values of algorithm parameters that are
kept fixed for all the experiments in Table 1.

Table 1 The values of algorithm parameters

ρ β γ st nt l0
0.4 0.08 0.6 0.03 5 5

The flow shop scheduling problem can be described
as follows: n tasks are Ji(i = 1,2, ...,n), respectively,
every task Ji contains m processes (Ji1,Ji2, ...,Jim). m
processes will be executed on the m machines using the
same order in the pipeline. The event that the task Ji was
executed in the machine M j was known as an operation
Oi j, the operation had a processing time ti j and a waiting
time Wi j. The goal of scheduling is to arrange the order
processes, making the least amount of time to complete
these tasks.

The objective functions of flow shop scheduling

problem as follow: T = min(
n
∑

i=1

m
∑
j=1

Oi j). The operation

that n tasks were executed on m machines must be
satisfied some requirements:

[(1) ]All tasks can be processed at time zero, and the
task processing is not interrupted. One machine can
only process a task and a task can only be processed
by a machine at the same time. Every task required
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Fig. 3 Gantt chart of 5×5 instance (GA algorithm)
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Fig. 4 Gantt chart of 5×5 instance (GSO algorithm)

completing a process at each stage and each process
of every task can be processed at any machine in the
corresponding stage.

The time required for the workshop process in this
experiment as Table 2.

Table 2 5×5 instance of processes processing time ti j

ti j 1 2 3 4 5
1 6 5 2 8 3
2 1 5 3 8 6
3 9 5 7 2 9
4 5 6 5 9 4
5 2 6 10 6 1

From the Figure 3 to Figure 5, we can see that for the
5 × 5 instance of processes using the traditional GA
algorithm to solve the flow shop scheduling problem. the
least time we used to get the best solution is 17 seconds;
using the basic GSO algorithm to solve it, the minimum
time is greater than 17 seconds; using TGSO algorithm
which presented in this article to solve it, the minimum is
15 seconds. The experimental results show that TGSO
algorithm is very effective for solving practical problems.
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Fig. 5 Gantt chart of 5×5 instance (TGSO algorithm)

5 Conclusions

In this paper, firstly, the model of basic GSO algorithm
has been described. Then, a novel glowworm swarm
optimization algorithm based tribes is proposed and
applied it to the flow shop scheduling problem. The
experimental results show that the algorithm has a great
improvement in the convergence and in terms of overall.
Further work in this direction involves how to use the
theory to prove the effectiveness of the proposed
algorithm and what are the influences of parameters on
the results of the algorithm.
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