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Abstract: The g-difference equations are importantdrcalculus. In this paper, we apply the iterative method Whécsuggested by
Daftardar and Jafari, hereafter called the DaftardarrsiJafathod, for solving a type ofi-partial differential equations. We discuss
the convergency of this method. In the implementation of tieichnique according to other iterative methods such asniedo
decomposition and homotopy perturbation methods, one doeseed the calculation of the Adomian’s polynomials fonliveear
terms. It is proven that under a special constraint, thengiesult by this method converges to exact solution of nealig-ordinary or
g-partial differential equations.
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1 Introduction This method has been used used for solving nonlinear
time-fractional partial differential equation$d], singular
The g-difference has many applications in different boundary value problems, fifth and sixth order nonlinear
mathematical areas and appears in connections betwedrpundary value problems, Laplace equati@2, 23,24
physics and mathematics, such as statistical physs [ and other type of equation6,].
fractal geometry §,9], quantum mechanics, number This iterative method solves nonlinear equations
theory, combinatorics, orthogonal polynomialkl] and  without using Adomian polynomials and it is advantage
other sciences including quantum theory, mechanics andver the ADM and the HPM.
theory of relativity R, 7). In the paper we have used this method to obtain exact/
Wu has applied the variational iteration method for approximate solution ofj-partial differential equations.
solving g-diffusion equations and-difference equations The present paper is organized as follows. After this
of second orderd0,?,21]. In [17], Qin and Zeng have introduction Section 2 reviews the properties of
extended the homotopy perturbation method to obtain they-calculus. In Section 3, we recall the DJM for solving
exact solution of g-diffusion equations. The ¢-PDEs, Also we investigate the convergence of this
one-dimensionalg-differential transformation (gDTM) method. Furthermore in Section 4 by using the DJM, we
has been used by Jing and Fan (@#]) for solving the  solve few examples. Finally Section 5 is devoted to
g-differential equations. In7], El-Shahed and Gaber conclusions.
applied the two-dimensionatdifferential transformation
to solve theg-diffusion andg-wave equations. After that,
Jefari et. al. used reducegtdifferential transformation
method forg-partial differential equations (cf1p]).
Recently Daftardar and Jafari introduced an iterative
method to obtain solution of functional equations (cf. In this section we briefly review some notation and basic
[6]). It was proved that this method is convergent6d). definitions and theorems gfcalculus.

2 Properties of g-calculus
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e(g-Calculus
The g-derivative of a real continuous functiof(x) is
defined as follows

Flax) — f(x)
(@—1)x
whereq in (0,1) is a fixed number. The derivative at 0 is

shown byf’(0), that means’(0) is exists. . The partial
g-derivatives for a multivariable continuous function

DXf(x) = x€ R\ {0},

f(xy;...) are defined by Jackso&j] and are given by
f(axy;...)— f(xy;...)
X
o (%Y;..) = @D , 9€(0,1)
_ f(xdhy;..) = (0.
X - —
I f(Xy;..)Ix=0 = Amo X .
Theg-integral [L5] is
X 0
| t0dt = @-ax Y d o).
0 n=0
e(-L eibniz Product law
Dalf(x)g(x)] = g(ax)Dy[f (x)] + f (x)Dg[g(x)].
e(-Integration by parts
We may write
/gquX (x)dgx = ()g(x) 2 - /f (X)dgx.
1)

From (1) we have the following relation:

/OXDgf(x)dqx: f(x)— £(0).

For more information aboug-calculus,
referred to 15,10,4,2,11].

readers are

3 Daftardar-Jafari method

In this section, we adopt the Daftardar-Jafari method for

solving g-difference equations. Consider the following
type ofg-functional equation:

U=g+Nq(U)a (2)

where g is a known function and\y is a nonlinear
operator. In this technique we decompgsas following
infinite series form:

®3)

Il
M s

Also, the nonlinear operator ir2 decompose as

8

Substituting equation$) and @) into (2) leads to

igw = f + Ng(uo) +§l{Nq(§DUj) - Nq(liuj)} )

To compute the components af, i > 0 in series 8), we
use the following recurrence relation:

Up = f,
U = NQ(UO) (5)
um+1=Nq( o+ ...+ Umn) —Ng(Uo+ ...+ Un-1),

1,2 ...

Theorem 1.If N is a contraction, then the defined series in
(3) is absolutely convergent.

Prooflf N is a contraction, i.e||Ng(x) — Ng(y)| <
yll, 0<k<1,Theninview of ) we have

lumsall = [INg(Uo+ ... +Um) —
< Kl[uml| < k™[luoll,

k|x —

Ng(Uo+ ...+ Um-1]|
m=0,1,2,...

[oe]

So the seriesZ)ui converges (absolutely and uniformly)

1=
to a solution of equatior2] (see p)).

Theorem 2.If the defined series i(B) is convergent, then
it gives an exact solution of the nonlinear probl€

Prooflf the series 8) is convergent, then in view obf we
have

Up+Ur+...+Umnr1 = F+Ng(ug+...+um).

Whenmtends to infinity we have

g mln(3)
= f4+Ng < lim IZ)“i)

4 Examples

Example 1Consider the following Riccati type nonlinear
g-differential equation

=14+y*(X); y(0)=0. (6)

dqx

Equation 6) is equivalent to the followingg-integral

equation
X
x):x+/o y2(t)dt

0 i—1

Ng <Z) ) Nq(Uo) + { Uj) = No( Uj)}-
1= i= ]=
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Following the algorithm given in%) we have
Up(X) = f(x) =

X 2 X 2 1-q 3
u1(X) = Ng(Uo) :/o Uo(t)dqt:/o todgt = @
U2(X) = Ng(Uo+ 1) — Ng(Uo) = (7

1-q 1-q,
1- q3x5( 1- q5+1—q7x)’

1-q 4

1-q,
1_q3x+

1_q7x)+....

1_qX5(2 1_q

Example Zonsider the followingg-partial derivative
difference equation?0,17]

2

ﬁu(xt) ;qu(x,t)—k;—x(xu(x,t)), u(x,0) = x2

(8)

By applying g-integral operator on both side o8)( the
equation converts to the followirgzintegral equation

u(x t)—x2+/t 2 Lxk) + 2 (xuix k)| dok
=X ) [9@UR) Gy XUOGK)) | ok

In view of the given algorithm ing) the components of
ui(x,t), i > 0 will compute as follows:

2

Up(x,t) = f =x7,
t
us(x.t) = Nq(uo)=/0 2+ 3@ dgk = [2+ 34,
{2
UZ(X,t) = Nq(u0+u1) - Nq(uo) = (8+ gxz)[z]—la
q.
2 13
uz(xt) = (264 27x )m,
n
Un(X,t) = (3"—1+ 3“x2)t—, n>1
[nlq!
Hence
2
u(x,t) = 2+ (2+3x2)L + (8+9x2)t— +
1! [2]g!
t3
2 —_—
(26+27x )[3]q! +...+
n
(3”—1+3“x2)t—|+...
[nlq!

n
—1+4+3%

=X +Z [r:]q!'

This example has been solved using the VR][and also
the HPM [L7].

5 Conclusions

The Daftardar-Jafari iterative method has been applied to
give very reliable and accurate solutions to the
g-difference equations. This method solves nonlinear
problems without using Adomians polynomials which
can be considered as preferable over the ADM and the
HPM. Expanding of our work to g-fractional order
derivative cases will be interesting.
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