Appl. Math. Inf. Sci.9, No. 1L, 229-235 (2015) %N =) 229

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/091L 29

An Improvement of the Triangular Inequality Elimination
Algorithm for Vector Quantization

Chi-Jung Huang®, Cheng-Yu Yeh?* and Shaw-Hwa Hwang?!

1 Department of Electrical Engineering, National Taipei \msity of Technology, Taipei, Taiwan, ROC.
2 Department of Electrical Engineering, National Chin-Yiitkrsity of Technology, Taichung, Taiwan, ROC.

Received: 1 Dec. 2013, Revised: 1 Apr. 2014, Accepted: 2 2qit4
Published online: 1 Feb. 2015

Abstract: This study proposes an improvement of the triangular inguelimination (TIE) algorithm for vector quantizatio Q).
More than 26% additional computation saving is achievedce ploposed approach uses dynamic and intersection (DI3 tole
recursively compensate and enhance the TIE algorithm. Yhardic rule changes the reference codeword dynamicallyreaches
the smallest candidate group. The intersection rule remoe@undant codewords from these candidate groups. TheéB#dproach
avoids the over-reliance on continuity of input signal. ™@-based line spectral pair (LSP) quantization in ITU-T 22%tandard
and some standard test images are used to test the commilmftthe DI-TIE. Experimental results confirm that the Dleslin the
TIE algorithm have an excellent performance. Moreover,dmparison with the quasi-binary search (QBS) approacth thet QBS
and the DI-TIE methods are independent on the continuityedii signal. Nevertheless, the DI-TIE approach proposéldapaper is
superior to the QBS method in the computation saving issue.

Keywords: Vector quantization, Triangular inequality eliminatid@peech coding, Image compression.

1 Introduction evaluation also demonstrated that the quantization gualit
of TSVQ approach is declined.
Vector quantization (VQ)1-5] is a powerful method for In the TIE based approaches, the previous

image compression due to its excellent rate-distortionresearch 19 applies the TIE algorithm to VQ-based
performance and its simple structure. Some efficienmage coding, achieving more than 90% and 42%
clustering algorithms@-9] are developed based on the computation saving in image and speech cases
VQ-like approach. However, the VQ algorithm still respectively. The accuracy rate of quantization is also
employs a full search method to ensure the best-matcheg@qual to 100%. However, the TIE approach heavily
codeword and consequently results in the computationaflepends on the continuous property of input signal. The
requirement is large. Therefore, many researchdefinition of TIE approach, is referred to as the TIE-1, is
efforts [10-20] were paid on simplifying the search defined as below:
complexity for the encoding process. These approaches _ _ _
are further classified into two types in terms of simplified TIEL = {ad(cj,q) < 2d(cj, )} (1)
technique. One is the tree-structured VQ (TSVQ)where the reference codewargwho is more close to the
techniques §, 10-14], and the other is the triangular input vector will make the search spafgg } smaller.
inequality elimination (TIE) based approach&5{20]. However, the noise-like input vector will sharply
In the TSVQ based techniques10F13] were  reduce the performance of TIE approach. In the general
proposed to efficiently reduce the search complexity of TIE approach, the quantitative results or codeword index
VQ encoding. However, the losing on quantization of previous input vector is employed as the reference
quality is existed. In comparison with the full search codewordc;. Because of the continuous property of input
approach, the accuracy rate of quantization on TSVQsignal, the distance between two adjacent input vectors is
approach is less than 47% in the speech cadg The  small. Thus, in the case of smooth input signal, such as
naturalness test and mean opinion score (MOS)mage 'Tomato’, the computation saving of TIE approach
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is large than 93%. However, in case of the image This article focuses on the improvement of the
'Baboon’, which the most of the image contents belong toTIE-based VQ approach. The dynamic and intersection
high frequency components, the computation saving of(DI) rules are proposed, called DI-TIE algorithm, to focus
TIE approach is less than 68%. on the noise-like input signal. The speech and image

In addition, more sophisticated TIE studieks[17) experiments, i.e. the G.729's LSP quantization and the
were proposed to enhance the TIE approach. Th&/Q-based image coding, are employed to verify the
definition of the sophisticated TIE approach, is referred toperformance of proposed method.

as the TIE-2, is defined as below: This work is outlined as follows. The DI-TIE
algorithm is described in Section 2. Experimental results
TIE2 = {¢d(cj, &) < d(cj,x) +d(Ci,X) are demonstrated and discussed in Section 3. This work is

Ad(c),e) > d(cj,x) —d(ci, %)} @) summarized at the end of this paper.

In [16, 17], the TIE-1 and TIE-2 are combined to improve
the computation saving. The additional reduction in

Comp“t?‘“ontwas dach|eveﬁ.bHoweve;h the porr:.iutatmnThis study uses DI rules to improve the performance of
savltng 'S.”nol goot gnougth ecafuse € no:(steh-l € INpu algorithm. The dynamic rule is presented firstly. An
vector will aiso cut down the performance of these nevVexample of the search table of TIE as well as the dynamic

TIE approacheg _ rule is illustrated in Fig.1 to describe the dynamic rule in
Other studies 18, 19], the multiple TIE (MTIE) detail.

algorithm, were employed to improve the TIE method by T, begin with, a selected codewof in the TIE
reducing the search space, achieving an additionalqcess s assigned to the reference codeword:
reduction in computation. However, the selection rule of yeanwhile, the distance 2d(X,Cs) between the input
multiple anchors of MTIE is still indefinite. The \ector X and the reference codewdd is calculated to
noise-like input vector will also cut down the {etermine the candidate codewords that are referred to the
performance of the MTIE approach. first nearest codeword group (NCG). In this example,
In [20], the fast searching algorithm based on featuresthere are 51 candidate codewords within the first NCG,
of vector and sub-vector was proposed. They claim thaiyhich their distances are less than2/(X,Cs). It can
the performance outperformed the most of existingreduce the search space from 128 to 51.
algorithms. However, the computation on the sqrt()  Sequentially, selecting a candidate codeword within
function and the over-reliance on continuity of input the first NCG, which its distance is the nearest to@e
signal still cannot be avoided. is assigned to replace the original reference codeword. In
Moreover, the quasi-binary search (QBS) algorithmthis example, the candidate codew@@sg}, is acquired as
was proposed inl4] to improve the computation of VQ the new reference codeword in place of @ Then, the
algorithm. The performance of the QBS algorithm is distance 2« d(X,Cy4) is also calculated to determine the
better than the TIE-1, the TIE-2, and the MTIE methods. candidate codewords and generate the second NCG.
Especially on the noise-like input signal, the QBS Thus, there are 40 candidate codewords, which their
algorithm is much better than TIE based approachesdistances are less thanx(X,Cy4) , within the second
However, the quantization accuracy of QBS is equal toNCG in this example. The search space is decreased from
99.86% which is not perfect in comparison with the full 51 to 40, too. But an extra search is needed to find the
search and the TIE approaches. The computation savingew reference codeword.
with 59.43% for the line spectral pair (LSP) coefficient ~ Repeatedly, selecting a candidate codeword within the
quantization of ITU-T G.729 standar@], 22] is also  second NCG, which its distance is the nearest tcChg
unsatisfactory. is assigned to replace the original reference codeword. In
It is concluded that the TIE algorithm fully depends this example, theC,,7 is acquired as the new reference
on the continuous and invariant input vectors. Thecodeword in place of th€,4. Meanwhile, the third NCG
capacity of computation saving is powerful; neverthelesscan be generated and the search space is further reduced
three drawbacks can be founded. First, the computationdfom 40 to 8. Therefore, the total nhumber of searches
reduction in the image 'Baboon’ is insufficient because of become into 10 (8+1+1). The dynamic TIE reduces the
the disordered image. Second, in the G.729's LSPsearch space obviously.
guantization, a moving average (MA) filters the LSP Besides, in case of the number of candidate
coefficient beforehand and consequently destroys the&odewords in the second NCG is not less than the number
continuous property of LSP’s bias. Thus, the performanceof candidate codewords in the first NCG, i.e. 50 (51-1) in
of TIE algorithm is decreased in the G.729 standard.this example, a new NCG is determined again. The
Third, in the multi-stage VQ of G.729 standard, a small second order in the first NC@&gg , is selected and tested
codebook size is given. Each codeword is closelyto generate a new NCG under the condition that the
neighbor and is tied up with each other, resulting in thenumber of candidate codewords is less than 49 (51-2).
TIE algorithm can’t work efficiently. Likewise, if the number of a new NCG's candidate

2 TheDI-TIE Algorithm
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Dynamic Rule

Codeword 0 1 2 3 e 23 (|24 e 127
It neatest |50 || 84 |12 |[24 |- 54 |[127 |l 29
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:; —aimrnra ! ...........
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100 |33 ||112]| 81 24 |1 64 47
127% nearest |35 [ 99 ||17 || 2 50 ||87 58
Fig. 1: An illustration of the architecture of dynamic rule.
codewords in thé-th order of original NCG is less than Finally, presented in Algorithm 1 is the procedure of
the number of original NCG minus k, the new NCG will entire DI-TIE approach.
be generated. Algorithm 1: The procedure of entire DI-TIE approach.
Sep-1:

Moreover, the intersection rule is presented andlnitialize the TIE Table, get input vector X, reference
applied to further reduce the search space of TIE. Aftercodeword C;
the dynamic rule process, the intersection rule isCandidategroup: NCG(cj) = {c|d(cj,c) < 2d(cj,x)}
employed to collect the best-matched candidateCodeword number of NCG(cj) : N(cj)
codewords that are determined by the intersection of alltep-2:
the NCGs. To continue the example in Fig. 1, the first Repeat each codeword Gy € NCG(cj),1 < k < N(cj)
intersection is computed between two NC®&SG(c3)  if(N(ck) < N(cj) —k)
and NCG(cp4). There are 8 matched codewords are
obtained. Then, the second intersection WNBG(c127)
is further computed and consequently there are 4 N _ o
best-matched codeword€g , Caa , Cog and Cpp, are NCG(cj) = NCG(cj) NNCG(ci) k=1
acquired. Thus, the final search space is equal4ot&)
for the DI-TIE approach which is much efficient in
comparison with the general TIE. An illustration of the
intersection rule is shown in Fig.2. continue until k = N(cj)

eles
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Intersection Rule
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Fig. 2: An illustration of the intersection rule.

3 Experimental Results results demonstrate the DI rules proposed in this paper
have an excellent efficiency and the DI-TIE is the best
In this section, experiments were performed to evaluatesolution for the G.729's LSP quantization. Especially in
the efficiency of the proposed DI-TIE algorithm. The the noise case, the efficiency of DI-TIE is highly
performance of the DI-TIE algorithm is carefully outstanding.
examined by speech and image experiments, i.e. the Presented in the Fig.3(a) is the average search space
VQ-based LSP quantization in ITU-T G.729 and the vs. recursive step number for speech case. The initial step
VQ-based image coding. The LSP coefficients arein Fig.3(a) is 128, which is identical to the search space of
guantized using a codebook with 10- dimension, 128full search method. Each recursive step needs a cost of an
codewords, in G.729. In the speech experiments, all thextra search. Therefore, the best search space can be
speech data uttered in Mandarin were recorded at dound in the valley of the curve. For example, the average
sampling rate of 8 kHz and a resolution of 16 bits. Thesesearch space of the first step in the female voice case is
data contain over 30,000 input vectors in the duration ofreduced to 76, and 35 of the sixth step. Thus, the
more than 300 seconds. In the image experiments, thereomputation saving is equal to 1-(35+6)/128=67.97% in
are thirteen 512*512 color images with 24-bit resolution the sixth step, and 72.66% in the optimal step. The curve
are employed to train the VQ codebook and to test theof search space is obviously declined and converged
DI-TIE approach. The VQ codebook is designed with according to the recursive step number.
12-dimension, 1024 codewords, and is trained by the Thus, the DI-TIE approach is independent on the
Linde-Buzo-Gray (LBG) algorithm1]. continuous and invariant of input signal. Moreover, it can

First, tabulated in Table 1 is the computation savingconverge into the optimal state automatically for the
rate of various methods, including the TIE-1, TIE-1+TIE- target of computation saving.

2, MTIE, QBS, and DI-TIE approaches, compared to the  In the image case, the computation savings of DI-TIE
full search in the speech case. Meanwhile, experiments odpproach reach to a rate of 94.65%, 94.71%, and 98.08%
the image case are tabulated in Table 2. for the image ’'Baboon’, ’'Barbara’, and ’Lena’,

In the speech case, the computation savings of DI-TIErespectively. Again, the DI-TIE approach is obviously
approach reach to a rate of 62.71%, 72.66%, 55.47%superior to others approaches. Moreover, compared to the
53.91%, and 96.09% for the male voice, female voice,TIE-1, the additional contributions of DI rules reach to a
music, noise, and silence, respectively. The DI-TIErate of 26.92%, 18.67%, and 7.86% for the 'Baboon’,
approach is obviously superior to others approachesBarbara’, and ’Lena’, respectively. These results
Moreover, the additional contribution of DI rules demonstrate the DI rules proposed in this paper have an
tabulated in Table 1 means that the increment ofexcellent efficiency.
computation saving between the DI-TIE and the TIE-1. In the image 'Baboon’, which the most of contents
For example, the additional contributions of DI rules belong to high frequency components, likes the noise
reach to a rate of 26.45%, 29.69%, and 35.16% for thesignal. Therefore, the performance of traditional TIE
male voice, female voice, and noise, respectively. Thesapproach is poor. However, the drawback of traditional
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Fig. 3: (a) The search space vs. recursive step number for speeeh ¢psThe search space vs. recursive step number
for the first part of image cases. (¢) The search space vasieestep number for the second part of image cases.
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Table 1: The computation saving rate of various methods compardtetéutl search in the speech case.

Computation Savings  TIE-1  TIE-1+TIE-2  MTIE QBS DI-TIE  Adutinal contribution from DI Rules
Voice (Male) 36.26% 48.56% 46.88% 59.43% 62.71% 26.45%
\oice (Female) 42.97% 51.56% 53.91% 59.43% 72.66% 29.69%
Music 29.69% 42.19% 42.97% — 55.47% 25.78%
Noise 18.75% 28.91% 34.38% — 53.91% 35.16%
Silence 94.53% 96.09% 94.53% — 96.09% 1.56%

Table 2: The computation saving rate of various methods compardtetéutl search in the image case.

Computation Savings  TIE-1  TIE-1+TIE-2  MTIE QBS DI-TIE  Adutinal contribution from DI Rules
Baboon 67.73% 78.51% 73.48% 93.10% 94.65% 26.92%
Barbara 76.04% 84.12% 82.68% — 94.71% 18.67%

Caster Stand 81.53% 88.21% 83.86% — 95.06% 13.53%
House 82.98% 88.90% 85.37% — 95.20% 12.22%
Monarch 87.81% 91.80% 88.51% — 94.99% 7.18%
Boats 87.84% 92.33% 89.53% — 96.97% 9.13%
Pills 88.35% 92.72% 88.77% — 96.88% 8.53%
Strawberries 89.65% 93.18% 91.38% — 96.48% 6.83%
Lena 90.22% 93.70% 91.46% 93.25% 98.08% 7.86%
Jet-F16 90.93% 94.04% 92.14% — 98.21% 7.28%
Pepper 91.99% 94.71% 92.53% — 97.73% 5.74%
Tiffany 93.15% 95.56% 94.33% — 97.88% 4.73%
Tomato 93.91% 96.25% 94.20% — 97.69% 3.78%

TIE can be compensated by the DI-TIE approach. Onthe These experimental results confirm that the DI rules
other hand, in the image 'Tomato’ case, the input signal isproposed in this paper have an excellent efficiency as well
smooth. The performance of traditional TIE approach isas the performance of DI-TIE approach is outstanding. The
good enough. Thus, the additional computation saving oDI-TIE approach not only improves the drawback of TIE
DI-TIE is not obvious. method, but also outperforms the QBS approach as well
Presented in the Fig. 3(b) and Fig. 3(c) are the averagas without any loss of quantization accuracy. The DI-TIE
search space vs. recursive step number for image caswiill be a good choice for the novel encoder system in the
The search space starts from 1024 and reaches to 70 witluture.
stable state for the image 'Baboon’ case. The curve of
search space is obviously declined and converged
according to the recursive step number.
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