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Abstract: The optimal coefficient in the augmented Lagrangian method for the Saddle Point Problem is found. As the criterion the
minimum of the condition number of the diagonal block is taken. The application of the commonly used preconditioners requires the
proper approximations of the inverse of this block and of theSchur’s complement. The condition number plays the important role in
the calculation of such approximations. The result confirmsthe experimental value of the coefficient commonly used in the augmented
Lagrangian technique.
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1 Introduction

The Saddle Point Problem (SPP) appears in many areas.
Let H1 andH2 be finite-dimensional Hilbert spaces with
inner product denoted by (.,.). The abstract generalized
nonsymmetric saddle point problem is formulated as the
set of equations with the block operatorG:

G ·
(

x
y

)
=

(
A D
B −C

)
·
(

x
y

)
=

(
f1
f2

)
(1)

The symmetric SPP is presented in many papers in the
following form:

(
A BT

B −C

)
·
(

x
y

)
=

(
f1
f2

)(
A BT

B −C

)
·
(

x
y

)
=

(
f1
f2

)
(2)

where f1 ∈ H1 , f2 ∈ H2 are given,x ∈ H1, y ∈ H2 are
unknowns.A : H1 7→ H1 is linear, symmetric and positive
definite, C : H2 7→ H2 is linear, symmetric and
semipositive definite,B : H1 7→ H2 andD : H2 7→ H1 are
linear maps,BT : H2 7→ H1 is B’s adjoint. In the paper the
spaces are:H1 = Rn×n andH2 = Rm×m with m≤ n.
The problems in which such a structure appears can be
the following [2]: computational fluid dynamics, elasticity
problems, mixed (FE) formulations of II and IV order
elliptic PDEs, linearly constrained programs, weighted
least squares (image restoration), FE formulations of

consolidation problem.
The block factorization

(
A D
B −C

)
=

(
I 0

BA−1 I

)(
A 0
0 −C−BA−1D

)(
I A−1D
0 I

)

is commonly used to solve block equations. A very
important part of the method is the calculation of the
Schur’s complementS= −C− BA−1D. Computing the
inverse is costly and often ill-conditioned. Additionally
many preconditioning techniques are based then on
approximatingS−1 and A−1. Two classes of iterative
methods are commonly used for solving large SPP:
Uzawa algorithm and Krylov methods. For Krylov
solvers the condition number and the distribution of the
eigenvalues play a role in the speed of convergence. The
preconditioning is applied to change the spectrum of the
system for more convenient for the Krylov solvers.
Several block preconditioners were introduced [2,6,16,
18,19,22,25,27] specially for the saddle point problem.
The most popular of them are built using the Schur’s
complement. An augmented Lagrangian technique can be
used to improve the numerical properties of(1,1) blockA
which can be possibly singular or ill-conditioned. Let us
recall the idea of this method. LetW be an× n matrix.
Multiplying the second block-row of system (1) by BTW
and adding the resulting equation to the first block
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equation, we obtain another saddle point problem:

(
A+BTWB D−BTWC

B −C

)
·
(

x
y

)
=

(
f1+BTW f2

f2

)
.

(3)

whereGγ =

(
A+BTWB D−BTWC

B −C

)
. The new linear

system has the same solution and may be easier to solve
using existing methods. For methods that rely on the
Schur’s complement there may be one very important
benefit: even if the original(1,1) block A was singular or
ill-conditioned, the (1,1) block A + BTWB of the
modified linear system (3), may be nonsingular, positive
definite and has a small condition number. The
augmented Lagrangian technique has been studied by
several authors [9,10,12,15]. In [12] the specific choice
C = 0 andW = γI (whereγ is a scalar) was considered
which leads to the following system:

(
A+ γBTB D

B 0

)
·
(

x
y

)
=

(
f1+ γBT f2

f2

)
. (4)

The caseW = γI with γ = ||A||2/||BTB||2 may often force
the norm of the matrixA to be of the same magnitude as
the norm of the added termBTB. This in turn may cause a
significant difference in the spectrum and the condition
number of the matrixAγ = A+ γBTB in comparison toA.
The convergence rate of the augmented Lagrangian
algorithm is calculated for symmetric case in [14]. The
Uzawa algorithm for non-symmetric case is analyzed in
[1]. The condition number of the matrixAγ has been
analyzed in [10,15]. There is no analytical way of
determining the optimal value ofγ but γ = ||A||/||B||2
worked well in the examples presented in [3,12]. For an
augmented Lagrangian approach the preconditioners are
applied and analyzed by several authors [4,5,8,23,24].
No condition which guaranties the good numerical
properties ofAγ was given.
In the paper the optimal value ofγ is calculated
theoretically. We will estimate the upper bound of the
condition number of the blockAγ . The real condition
number can be much smaller.
In the first section the analysis of the condition number of
the blockAγ is presented and the main theorem is proved.
Then the numerical examples are described. In the
examples the condition numbers of theAγ and the
appropriate Schur’s complements are compared for
different γ. The condition numbers of the Schur’s
complements for equations (2) and (3) depend on the
condition number ofA or Aγ appropriately. The last part
contains the similar problem of updating the singular
values of the matrixA with the appended rowa scaled by

the parameter

(
A

βa

)
. The problem is recalled after [11,

7]. The condition number of the appended scaled matrix(
A

βa

)
is analyzed. It is shown that the result similar to

the one from the Theorem2 can be obtained for one row
matrixB using the results presented in [7,11].

2 Theoretical analysis

In the paper we consider the case with matrix symmetric
A∈ R

n×n: A= AT and positive definite,B∈ R
m×n, n≥ m

with full rank: rank(B) = m. Let

Aγ = A+ γBTB (5)

with γ > 0. The appropriate Schur complent is calculated
by the following formula:

Sγ =−C−BA−1
γ D. (6)

The aim is to find the upper bound of the condition number

κ2(Aγ) = ||Aγ ||2 · ||A−1
γ ||2.

As the blockA is positive definite we have the following
inequality for||.||2 norm:

||Aγ ||2 = ||A+ γBTB||2 ≤ ||A||2+ γ||BTB||2. (7)

To analyze the dependency of||A−1
γ ||2 on γ the GSVD

[13,20,21] is used. AsA is the symmetric and positive
definite matrix, it has a Cholesky decomposition i.e. there
exists an upper triangular matrixL, with strictly positive
diagonal elements, such thatA= AT = LTL. Let us make
the singular value decomposition (GSVD) of the matrix

Ã =

(
L
B

)
. Let UTLX = DA andVTBX = DB where the

matricesU and V are orthogonal and the matrixX is
invertible. Thus

L =UDAX−1 and B=VDBX−1.

In [26] the forms ofDA andDB were given. Let us recall
the main theorem from [26].

Theorem 1.( [26], Theorem 1.1)
Let Q∈ R

k×n have orthonormal columns. Partition Q
in the form

Q=

[
Q1
Q2

]
l
m (l +m= k)

Then there are orthonormal matrices U∈ R
l×l ,

V ∈ R
(k−l)×(k−l) and X∈ R

n×n such that

[
U 0
0 V

]
·
[

Q1
Q2

]
·X =

[
UQ1X
VQ2X

]

assumes one of the following forms:

1. l ≥ n, m≥ n
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


C
0

−−−
S
0




n
l −n
−−−

n
m−n

2. l ≥ n, m≤ n



C 0
0 I
0 0

−−− −−−
S 0




m
n−m
l −n
−−−

m

3. l ≤ n, m≥ n


C 0
−−− −−−

S 0
0 I
0 0




l
−−−

l
n− l
m−n

4. l ≤ n, m≤ n



C 0 0
0 I 0

−−− −−− −−−
S 0 0
0 0 I




k−n
n−m
−−−
k−n
n− l

Here C and S are nonnegative diagonal matrices satisfying

C2+S2 = I .

If the rank ofA is less thann andÃ has full rank we have:

DA=

(
CA 0
0 I(n−m)×(n−m)

)
=

(
diag(ci)m×m 0

0 I(n−m)×(n−m)

)

and
DB =

(
SB 0

)
=
(
diag(si)m×m 0

)
.

CA and SB are diagonal matrices satisfying
CT

ACA+ST
BSB = I . Then the matrixAγ = LTL+ γBTB can

be calculated in the following way:
Aγ = X−TDAUTUDAX−1 + γX−TDBVTVDBX−1 =

X−T(D2
A + γD2

B)X
−1 and for the inverse ofAγ we obtain

the following formula:

A−1
γ = X(D2

A+ γD2
B)

−1XT . (8)

The inverse of the diagonal matrixD2
A + γD2

B can be
calculated very easily as follows:

(D2
A+ γD2

B)
−1 =

(
(diag( 1

c2
i +γs2

i
))m×m 0

0 I(n−m)×(n−m)

)
.

Let us notice that

c2
i + γs2

i ≥ 2
√γcisi

and

max( 1
c2
i +γs2

i
)≤ 1

2
√γ max( 1

|ci |·|si | )≤
1

2
√γ max( 1

|ci | ,1) ·max( 1
|si | ,1)≤

1
2

1√γ · ||D
−1
A ||2 · ||D†

B||2,

whereD†
B in the pseudoinverse ofB. Thus:

||(D2
A+ γD2

B)
−1|| ≤ max(

1

c2
i + γs2

i

)

≤ 1
2

1√γ
· ||D−1

A ||2 · ||D†
B||2 (9)

From (8) and (9) the condition numberκ2(Aγ) = ||Aγ ||2 ·
||A−1

γ ||2 calculated in the norm||.||2 has the upper bound
depending onγ:

κ2(Aγ )≤
1

2
√γ

(||A||2+γ||BTB||2)||X||2||XT ||2||D−1
A ||2||D†

B||2.

Finally the upper bound of the condition numberκ2(Aγ) is
the function:

κ2(Aγ )≤Const· 1√γ
(||A||2+ γ||BTB||2) = Φ(γ) (10)

whereConst= 1
2 · ||X||2 · ||XT ||2 · ||D−1

A ||2 · ||D†
B||2 does not

depend onγ.

Theorem 2.The minimum value of the upper bound of the
condition number of the matrixκ2(Aγ) = κ2(A+ γBTB)
in the augmented Lagrangian method is obtained for the
coefficientγ0 =

||A||2
||BTB||2 .

Proof.The bound of the condition number is the function
of γ written by (10). The derivative of it is the following:

Φ ′(γ) =Const· (−γ−
3
2 · ||A||2+ γ−

1
2 · ||BTB||2).

ThusΦ ′(γ0) = 0⇒ γ0 =
||A||2

||BTB||2 .

2.1 Case study for full rank BTB

In this caseBTB is invertible because it has full rank. As
A is the Hermitian matrix and positive definite, it has a
Cholesky decomposition i.e. there exists an lower
triangular matrix L, with strictly positive diagonal
elements, such thatA = AT = LTL. Applying the
Woodbury formula:

(A+UCV)−1 = A−1−A−1U(C−1+VA−1U)−1VA−1

to A−1
γ = (LTL+ γBTB)−1 we have two equations:

A−1
γ + γA−1BT(I + γBA−1BT)−1BA−1 = A−1, (11)

A−1
γ +

1
γ
(BTB)−1LT(I +L

1
γ
(BTB)−1LT)−1L

1
γ
(BTB)−1 =
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=
1
γ
(BTB)−1. (12)

Notice, that the matricesγA−1BT(I + γBA−1BT)−1BA−1)
and 1

γ (B
TB)−1LT(I + L1

γ (B
TB)−1LT)−1L1

γ (B
TB)−1 in

(11)) and (12) are positive definite forγ > 0. Thus from
(11) and (12) we have two inequalities (see [17]):

||A−1
γ ||2 ≤ ||A−1||2, ||A−1

γ ||2 ≤
1
γ
· ||(BTB)−1||2. (13)

Next, from (13) the bounds of the norm ofA−1
γ are

obtained:

||A−1
γ ||2 ≤

1√γ

√
||A−1||2||(BTB)−1||2 ≤

≤ 1
2
(||A−1||2+

1
γ
||(BTB)−1||2). (14)

Basing on (7) and (13) the upper bound of the condition
number ofAγ is represented by the following function of
γ:

κ2(Aγ )≤
1√γ

·
√
||A−1||2 · ||(BTB)−1||2 ·(||A||+γ||BTB||2).

(15)
Let denote:

Φ(γ) =
1√γ

·Cons1 · (||A||+ γ||BTB||2). (16)

whereCons1 =
√
||A−1||2 · ||(BTB)−1||2

Theorem 3.Let us assume that BTB has full rank. The
minimum value of the upper bound of the condition
number of the diagonal blockκ2(Aγ) in the augmented
Lagrangian method is obtained for the coefficient
γ0 =

||A||2
||BTB||2 .

Proof.The proof is similar as in the Theorem2. The bound
of the condition number is the function ofγ written by
(15). The derivative of it is the following:

Φ ′(γ) =
1
2
·Cons1 · (−γ−

3
2 · ||A||2+ γ−

1
2 · ||BTB||2).

Thus

Φ ′(γ0) = 0 ⇒ γ0 =
||A||2

||BTB||2
.

Remark.The following facts can be noticed:

1.||γ0 ·BTB||2 = ||A||2,

2.the upper bound for the condition number forγ0 has
the following value:
κ2(Aγ0)≤

1√γ0
·
√
||A−1||2 · ||(BTB)−1||2 · (||A||2+ γ0||BTB||2) =

= 2 ·
√
||A−1||2 · ||(BTB)−1||2 · ||A||2 · ||(BTB)||2 =

= 2 ·
√

κ2(A) ·κ2(BTB).

Table 1: Results for the condition numbers of diagonal block
Aγ for m = 10, n = 3. A is the Hilbert matrix. Hereκ2(A) =
1.6025·1013, κ2(S) = 2.8755·104, κ2(B)= 2.9281,γ0 = 0.2677,
κ2(Aγ0) = 2.5306·108, κ2(Sγ0) = 1.00.

γ 0 0.1 γ0 = 0.2677
κ2(Aγ) 1.6025e+13 1.7826e+08 2.5306e+08
κ2(Sγ ) 2.8755e+04 1.0000 1.0000

γ 0.5 0.7 1.0

κ2(Aγ) 3.6934e+08 4.7318e+08 6.3117e+08
κ2(Sγ ) 1.0000 1.0000 6.8413e+08

γ 1.1 1.3 1.5

κ2(Aγ) 7.9030e+08 8.9669e+08 1.1099e+09
κ2(Sγ ) 1.0000 1.0000 1.0000

3 Numerical experiments

We present the comparison of the condition number of the
diagonal blockκ2(Aγ) = κ2(A+ γBTB) in the augmented
Lagrangian method for the saddle point problem for
different coefficient γ. Numerical tests were done in
MATLAB with machine precision round offε ≈ 10−16.
Examples1, 2 show that we can improve the condition
numbers of the blockAγ and of the Schur’s complement.
Both examples are constructed in such way that the block
A is ill-conditioned and matrixBTB can improve the
condition number of the blockAγ . In Example3 we have
the opposite situation - the condition number ofAγ is
bigger than that ofA asA is the Hilbert matrix andB is
the Pascal matrix.

Example 1.For generating the matricesA(m×m), B(m×
n) and we used the followingMATLAB code:

H=hilb(m); A=H;
B=rand(m,n);

HereH(m×m) is the Hilbert matrix:

H = (hi j ), hi j =
1

i + j −1
, i, j = 1, . . . ,m.

The results are presented in Table 1.

Example 2.For generating the matricesA(m×m), B(m×
n) we used the followingMATLAB code:

a=200*ones(m,1);b=-100*ones(m-1,1);
A=diag(a)+diag(b,1)+diag(b,-1);
B=rand(m,n);

A is tridiagonal:

A(m×m) = 100·




2 −1
−1 2 −1

...
...

.. .
−1 2 −1

−1 2




m×m

,
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Table 2: Results for the condition numbers of diagonal blockAγ
for m= 2000,n= 2000.A is tridiagonal. Hereκ2(A) = 1.6228·
106, κ2(S) = 5.5904·1012, κ2(B) = 2.0593·105, γ0 = 3,9991·
10−4, κ2(Aγ0) = 1.2981·104, κ2(Sγ0) = 2.0803· 106, κ2(X) =
158,489

γ 0 γ0 = 3,9991e−04 0.5

κ2(Aγ ) 1.6228e+06 1.2981e+04 1.8697e+04
κ2(Sγ ) 5.5904e+12 2.0803e+06 1.6700e+07

γ 0.8 1.0 1.1

κ2(Aγ ) 2.2723e+04 2.5119e+04 2.6258e+04
κ2(Sγ ) 1.0438e+07 8.3502e+06 7.5911e+06

γ 1.4 1.7 2.6

κ2(Aγ ) 2.9504e+04 3.2570e+04 4.1501e+04
κ2(Sγ ) 5.9645e+06 4.9119e+06 3.2116e+06

Table 3: Results for the condition numbers of diagonal block
Aγ for m = 10, n = 10. A is a Pacal matrix. Hereκ2(A) =
4.1552· 109, κ2(S) = 1.7894·1018, κ2(B) = 1.6025·1013, and
γ0 = 21001

γ 0 1.5 10000
κ2(Aγ ) 4.1552e+09 4.0737e+09 2.8916e+09
κ2(Sγ ) 1.7894e+18 6.0847e+16 6.4367e+15

γ γ0 = 21001 30000 40000

κ2(Aγ ) 3.2580e+09 4.0411e+09 5.0724e+09
κ2(Sγ ) 1.4267e+15 2.1323e+14 9.3018e+13

γ 50000 60000 70000

κ2(Aγ ) 6.1205e+09 7.1546e+09 8.1688e+09
κ2(Sγ ) 1.7385e+14 1.0884e+14 8.0417e+13

The results are presented in Table 2. In this case the
experimentalγ0 is very small.

Example 3.For generating the matricesA(m×m), B(m×
n) we used the followingMATLAB code:

A=pascal(n);
B=hilb(m);

The results are shown in Table 3. The function pascal(n)
returns the Pascal matrix of ordern: a symmetric positive
define matrix with integer entries taken from the Pascal’s
triangle. As BTB is ill-conditioned, the augmented
Lagrangian method does not improve the condition
number of the diagonal blockA.

4 Eigenvalues of a matrix modified by a rank
one matrix

In [7,11] the similar problem is presented - the singular
value decomposition is updated when the row is

appended. LetA ∈ Rm×n, m≥ n, Ã =

(
A
aT

)
andA1 the

matrix:A1 = ATA. We are interested in the solution of the
following eigenvalue problem: given a symmetric matrix
A1 with known eigensystem A1 = QDQT ,
QTQ = QQT = I , calculate the eigensystem of
Ã1 = A1 + ρbTb, bTb = 1, ρ ∈ R. This problem may be
simplified making an observation that
A1 + ρbTb = Q(D + ρzzT)QT , whereb = Qz. Thus, if
C = D+ ρzzT = XD̃XT is the orthogonal decomposition
of D+ βzzT then the orthogonal decomposition ofÃ1 is
Ã1 = Q̃D̃Q̃T whereQ̃ = QX. Let us assume that we are
working with ann×n problem for which no deflation is
possible. We consider the problem whereD = diag(di), di

are distinct for alli, z=
(
z1 z2 ... zn

)T
andzi 6= 0 for all i.

In [11] Golub has shown that in the above situation the
eigenvalues of C are the zeros ofw(λ ), where

w(λ ) = 1+ ρΣn
j=1

z2
j

(d j−λ ) . Let us denote the eigenvalues

of C by d̃1 < d̃2 < ... < d̃n. In [7] it is proved that
d̃i = di + ρµi where Σn

j=1µi = 1, and 0≤ µi ≤ 1.

Moreoverd1 ≤ d̃1 ≤ d2 ≤ d̃2 ≤ ...≤ dn ≤ d̃n if ρ > 0 and
d̃1 ≤ d1 ≤ d̃2 ≤ ... ≤ d̃n ≤ dn if ρ < 0. Let us scale the
vector a by β . Let us notice that |dn| = ||D||2,
ρ = ||a||22 ≥ 0, 1

d1
= ||D||−1. Then the condition number

of ˜A1β = ATA + β 2aaT has the following bound for
ρ ≥ 0:

κ2( ˜A1β ) = κ2(Cβ = D+β 2ρzTz) = κ2(D̃β ) =

=
|d̃n|
|d̃1|

=
|dn+β 2ρµn|
|d1+β 2ρµ1|

≤ ||D||2+β 2||a||22
2
√

β 2ρµ1d1
≤ 1

2
√

ρµ1d1

1
β
(||D||2+β 2||a||22)

We have the similar function as in the Theorem2 with γ =
β 2. The minimum of the bound of the condition number

of κ2( ˜A1β ) = κ2(Cβ ) is reached forβ0 =

√
||D||2
||a||2 = ||A||2

||a||2 .

5 Conclusion

The analysis presented in the paper is the argumentation
for the practice. The results are obtained for the||.||2 norm.
The choice of the norm is the open question.
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Dłużewska received the
PhD degree in Mathematics
at Warsaw University
of Technology. Her research
interests are in the areas
of applied mathematics and
computer science including
the numerical methods for
saddle point problem, parallel

processing and parallel programming. He has published
research articles in reputed international journals of
mathematical and engineering sciences.

c© 2017 NSP
Natural Sciences Publishing Cor.


	Introduction
	Theoretical analysis
	Numerical experiments
	Eigenvalues of a matrix modified by a rank one matrix
	Conclusion

