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Abstract: Characterization of a probability distribution plays anpintant role in statistics and probability applications. A
probability distribution can be characterized throughioigs methods. In this paper, a new theorem for characteizaif the
continuous distribution based on truncated moments ofr@t@gistics is introduced. Via this theorem, the charaaéion of Lindley
distribution by the truncated moments of order statistigs been established. Finally, a simulation study is corduti help the
practitioner to check whether the available data follovestihderlying distribution.
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1 Introduction

In designing a stochastic model for a particular modelingpbfm, an investigator will be vitally interested to know if
their model fits the requirements of a specific underlyingoptality distribution. To this end, the investigator witly

on the characterizations of the selected distribution.g&ally speaking, the problem of characterizing a distiduts an
important problem in various fields and has recently até¢he attention of many researchers. Consequently, ariou
characterization results have been reported in the litexat.aurent 10] presented characterization of distributions by
truncated moments. Gupta & Guptd| characterized distributions by the moments of residdal Galambos & Kotz

[6] presented a various methods of characterizations of ilityadistributions. In recent years, there has been atgrea
interest in the characterizations of probability disttibos. For example, Su & Huand J studied the characterizations
of distributions based on conditional expectations. Ngidh studied the characterizations through mean residual life
and failure rates functions of absolutely continuous ramdariables. Afify, et al. I] used the conditional expectation
of order statistics to characterize the exponential andgpdunction distributions. Ahsanullah et alf][characterized
Lindley distribution by truncated moments. Ahsanullah &mtadani P] characterized beta of the first kind and power
function distribution using order statistics. Many othapprs dealing with characterization, see for instance, d-dizami

[9] and Ahsanullah & Shakil3].

In this paper, a theorem for characterization the contisutistributions based on the truncated moment ofrthe
order statistic is introduced. The advantage of the charaation based on this theorem relates the survival fanaf a
distribution to the solution of a first order differentialiedion. Furthermore, the characterization of Lindleyriisition
by truncated moments order statistics will be presented.piper is organized as follows; the main statistical fumi
of Lindely distribution are introduced in Section 2. Sentbincludes the main characterization theorems and refsults
Lindley distribution based on the truncated moments of ostigtistics and a simulation study is used to illustrate the
characterization results.

2 Lindley Distribution

Recently, one parameter Lindley distribution has attichttte researchers for its use in modelling lifetime data,ighds
been observed in several papers that this distribution egfenmed excellently. The Lindley distribution was origily
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proposed by Lindley11] in the context of Bayesian statistics. Ghitany et @).qtudied many statistical properties of the
Lindley distribution from the reliability and survival alyais point of view. They also showed, using a real data ket, t
the Lindley distribution provides a better fit than the exgotial distribution.

A random variableX is said to have Lindley distribution with parametgif its probability density function (p.d.f.) is
defined as:

6+1

The corresponding cumulative distribution function (E)d.hazard rate function and survival function are,
respectively, given by

f(x):( o )(1+x)e9x :x,0>0 1)
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The mean and variance of the Lindley distribution with pagtand are as follows,
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3 Characterization of Lindley Distribution by Truncated Moments of Order Statistics

SupposeXy, X, ..., Xy be a random sample of size n from a continuous distributicth wid.f. F(x), p.d.f. f(x) and
survival functionS(x) = 1 —F(x). Let X(1), X(2), .-, Xn) be the corresponding order statistics. Then the p.dX,gfand
the joint p.d.f. ofX;) andX 1) are given, respectivefy, as follows (Arnold et &J)[

M“”:G?ﬁ%tﬁﬁwwwwlu—amnr -
fX(r)aX(r+1) (xy) = O (:!_ — f(x)f(y)[F (X)]rfl[l _ F(X)]nfrfl ©)
From Equations (5) and (6) the conditional p.d.fXgf, 1) givenX;) = xis given by
) Xesn) 6V - n—r—1
fx(r+1)\X(r) (yx) = % =(n— r)%f(y) )

In this section, Lindley distribution is to be charactedzkrough truncated moments of order statistics given by

E(XS 3 X) =X) = /YSfX<r+1)\><<r> (yxdy, s=1,2,3,....,r=1,2,...,n—1. ®)
X

3.1 The characterization Theorems

In this subsection a theorem for characterization of theioaous distributions based on the truncated moments of the
order statistics has been introduced. The advantage ofitracterizations using this theorem is that, the survivadfion,
1-F(x), need not have a closed form and are given in terms of an adtedpose integrand depends on the solution of a
first order differential equation, which can serve as a leidgtween probability and differential equation. Basedhis t
theorem a characterization of Lindley distribution usihg truncated moments of order statistics is presented.
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Theorem 1. Suppose that X is a continuous random variable defined omtaesal(a, b), where a=inf{x,st. F(x) > 0}
and b= sup{x,st. F(x) < 1}, with c.d.f. x), p.d.f f(x) and survival function &) = 1 —F(x). Let X1),X(2),..., X(n)
denote the order statistics of a random sample of size n frox. i the truncated moments of the order statistics given
by

E(X(Sr+1)|x(r) =X)=w(x), s=1,23,....,r=212...

where wx) is a differentiable function irfa, b), then

n—1.

3

B 1w
S(x)—Cexp{—(n_r)/(W(X)_Xs)dx}, x € (a,b)

where C is a normalization constant.

Proof. Since

X0 =) = (o [ VI~ FOOI™ 2y

It follows that

(n—r) T N B
Wx/ys[l—F(y)] H(y)dy=w(x)
which implies to
(n=r) / YIS)I™ T (y)dy = [S(0]" "w(x) (9)

Differentiating both sides of Equation (9) with respeckigives

(= OO ISH]™ L = (SOOI W () — (n— 1) F()[SOOI™ " w(x)

On simplification of the above equation, one obtains the¥alhg

(n= ) F)W(x) =X =W (x)S(x) (10)
SinceS(x) = —f(x), Equation (10) can be rewritten as follows
S =-—W___gy

Or equivalently
W(x) B
- nwe ) ) =0

which is a first order linear differential equation with respto unknown functioi®(x). Thus, the general solution of this
differential equation is

S(x) +

_ 1 W (x)
S(x)—Cexp{—(n_r)/(W(X)_Xs)dx}, x € (a,b)

where C is a normalization constant. This complete the proof
Next, the characterization of Lindley distribution viarizated moments of order statistics is provided in Theorem 2
below.

Theorem 2. Suppose X be a continuous random variable with distributiorction Fx) and survival function &) =
1-F(X). Let Xq) < Xp) < -+ < X(n) denote the order statistics of a random sample of size n frox). Fhen X has the
Lindley distribution with paramete > 0 if and only if

Fin—r+1Ln—r(1+ 6+ 6x)]

o(n— r)n—r+1(1_|_ 0+ gx)n—re—(n—r)(1+9+ex) 2

E(X(r11) Xy = %) =x+ J=212,....n—1 (12)
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Pr oof
Necessity: from Equations (7), (8), one obtains

Fy|" "
E(X (r+1) |X = X) /y W”Wdy

00

1 —r —(Nn—
- (1+ 6+ 6x)"Te (n-r)ox /(1—|— 0+06y)" e (n r)eydy

X
N 1 e A n—r+1,(n—r)(1+ 6+ 6x)]
(1+6+ ex)n—ref(nfr)ex e(n_r)nfrJrl
Fin—=r+1,(n—r)(1+ 6+ 6x)]
9([‘1— r)n7r+1(1_|_ [ Qx)nfref(nfr)(l+0+9x)

Sufficiency: for simplification, lep=n—r,
W(X) = X+ V(X)
and W(x) =1+ V(x)
. [[p+1, p(1+6+6x)]
Where’ V(X) - gpp+1<1+9+gx>pe—p(1+6+e><)

Then, it is seen that

‘(nim/(w&(x—)x)dxz‘%/lt&(wdx‘ [/ +/% ]

1| /0pPti1+6+ Gx)pe*p“*e*g)‘)
T op / Fp+1, p(1+ 6+ 6x)]

dx+ Inv(x)

Fp+1, p(1+ 6+ 6x)]
OpP+1(1+ 6+ Ox)PeP(1+6+6x)
OpPTL(14 0 + Ox)Pe P(1+0+6x)
Ip+1, p(1+ 6+ 6x)]

?13 (M [p+1, p(1+ 6+ 6x)])—In (

=1In

p
;_1) [In (I’[p+ 1, p(1+ 6+ 6x)] x

0pprtl(1+ 6+ 6x)e (16404

Hence, using Theorem 1, one gets

_ 1 W (X) _ 11, (14+6+6%)
S(x)—Cexp{—n_r/(W(X)_X)dx} =c(65pp " (1+ 0+ 6xe )
whereC is a normalization constant. Let= — &% - 1 , thus
(1+6)0P pp L’
[ 14+0+60x\ gy
Sx) = < 1+6 > ©

This completes proof of the theorem.

3.2 Simulation Study

This section illustrates the practical importance of tteuts above through an experimental validation, using kited
data. The aim of the simulation study is to show the char&etiéon results give an easy way for the practitioner to test
whether the available data follows a particular distribati

To validate the correctness of the theoretical resultsioéthin this paper for the characterization of Lindley
distribution based on truncated moments of order statisticimulation study has been presented by generatingsampl
Xi,i =1,2,...mn are randomly classified intsm samples, each of containing observations. The simulation study
showed inTablel is conducted witlm = 30 andn = 30,50, 70 at various choices of the ordeand the parameté. The
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right most column inTablel shows the absolute relative difference between the twasgifithe characterizing Equation
(11) is very small which validate the correctness of charézation results for Lindley distribution.

Tabléel: Verification of the characterization results

n r 6 X LHS RHS [LHS-RH.S| [FH=-RAS
30 10 0.1 17.2876 18.2329 18.0505 0.1823 0.0100
0.5 21021 22668 2.1021 0.1647 0.0783
2 04323 04758 0.4323 0.0435 0.1006
5 0.5089 0.5876  0.5089 0.0787 0.1546
10 0.1070 0.1176  0.1070 0.0106 0.0990
50 20 0.1 17.5721 18.1582 18.0802 0.0779 0.0043
0.5 23782 24929 24832 0.0097 0.0039
2 04805 05085 0.5027 0.0058 0.0115
5 04257 0.4570 0.4333 0.0237 0.0546
10  0.1211  0.1287  0.1247 0.0040 0.0320
70 40 0.1 17.2647 17.7243 17.7757 0.0514 0.0028
0.5 2.7322 2.8379 2.8337 0.0042 0.0014
2 05724 05972 0.5943 0.0029 0.0048
5 04032 04220 0.4108 0.0112 0.0272
10 0.0581 0.0604 0.0617 0.0013 0.0210
4 Conclusion

In this paper, a new theorem for characterization the cantis distribution by truncated moments of order statisscs
introduced. This theorem is used to provide the charactioiz of Lindley distribution based on the truncated moraent
of thert order statistics and a simulation study is performed tadeadi the correctness of the theoretical results
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