Appl. Math. Inf. Sci.9, No. 5, 2637-2644 (2015) %N =¥\ 2637

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/090548

Social Recommendation with Biased Regularization

Xiang Hu'%*, Wendong Warlg Xiangyang Gontj Bai Wand, Xirong Qué and Hongke Xi&

1 state Key Laboratory of Network and Switching, Beijing Usrisity of Posts and Telecommunications, Beijing, 1008#6n&
2 school of Computer Science, Beijing University of Posts @elécommunications, Beijing, 100876, China

3 School of Control and Computer Engineering, North Chinatie Power University, Beijing, 100876, China

4 Computer School, Beijing Information Science & Technolddyiversity, Beijing, 100876, China

Received: 14 Feb. 2015, Revised: 16 May 2015, Accepted: 72025
Published online: 1 Sep. 2015

Abstract: Although recommendation systems are the most importanhadstfor resolving the "information overload” problem,
majority of them are beset by their inherent flaws. With theerg emergence of online social networks, the increasiciglsoformation
has offered opportunities to relieve these flaws. In thisspa@ new matrix factorization based social recommendatiethod is
proposed, in which social relations and the rating habitiategrated into the objective function via appending daddél penalty
term and bias term to classic probabilistic matrix factatian model. In order to involve more social informationaritaditional
recommendation system, the proposed method adopt thé siocikarity rather than interest similarity to measure theseness degree
between users. Experiment shows that our method has get petformances than homologous methods.

Keywords: Social Recommendation, Matrix Factorization, Reguldigre Bias Term, Penalty Term

1 Introduction any rating data; and the third is the traditional system
ignores the social relations among users.
In recent years, a large number of online social

With the rapid growth of internet, the challenges faced bynetworks are surging with the wide application of Web
people have changed from “information shortage” t02.0, such as FacebobkSina weibg etc., and are very
"information overload”, and recommendation system ispopular for their instantaneity, interactivity and high
one of the most crucial techniques for overcoming them efficiency, and the users are increasing rapidly. The social
At present, recommendation system has been successfullgformation collected by online social networks offers
applied in commercial fields. On account of its broad new opportunities to improve the performance of
application prospect and high business valuetraditional systems.1b,20Jindicates that people in the
recommendation system has attracted large amount dafocial network are influenced by each other, and the
researchers from different fields such as machinefriends often make similar choices on the same things.
learning, data mining, information retrieval etc. There are many cases that social relations have made

Although having been studied and applied widely for effects on recommendations in the real life, for example,
a long time, most recommendation systems arewhen planning to buy a new mobile or choose a
persecuted by their inherent flaws: the first is data sparsityestaurant, our decisions often are impacted by friends’
problem, [L9] shows that most users mark scores only onsuggestions or what they have really chosen. Hence rating
few items they interested, and the rating density is usuallydata could be combined with social relations to improve
less than 1% in commercial systems, which means thathe performance of traditional systems.
the rating data is so sparse that the system can't capture Actually, users’ choices are affected not only by
users’ hobbies and interests adequately; and the second $©cial relations but also by the rating habits of users and
cold-start problem, that's the system can’t acquire usersitem, for example, the optimistic user may easily mark
preference and therefore can't provide good
recommendatory results when a new user joins an ! http://www.facebook.com
existing system or a newly-built system hasn’t collected 2 http://weibo.com
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higher scores while the pessimistic user may do thetaken the influence of the social relations into account, so
opposite, and the popular items may easily gain highethey make recommendations only according to historic
scores while the small-crowd items may do the oppositescores (rating matrix). On one hand, traditional system
This paper will comprehensively consider the effect of thehaven't token full consideration of the effects of social
social relations and rating habits on traditional systemsyelations on users’ interests; on the other hand, online
and focus on combining these effect into recommendatiorsocial networks have collected huge users’ social relation
system so as to make the recommendation procedure idata and provided convenient research conditions to study
accordance with the realites and improve thethe recommendation systems with social relations
performance of traditional system. Based on theintegrated(namely, social recommendation). Therefore
observations of recommendation procedure in real life,more and more researchers begin to study how to promote
three assumptions are made as follows: the performance of traditional system by making good
Yse of the social relations among users. Actually, the
emergence of online social network has greatly expedited
the studies of social recommendation.

—Assumption 1: each user and each item has specifi
characteristic;

—Assumption 2: user’s interest is affected by their social
relations;

—Assumption 3: more close users’ social relations are,
more similar their interests are; The social recommendation aims to boost the

performance of traditional recommendation systems and

The main contribution of this article lies in the ; . > .
following three aspects: firstly, this article proposed aQvercome some of thelrshortcomlngs by exploiting social
! nformation. In social network, persons are treated as

novel recommendation method named as Biased

Regularization algorithm(BR algorithm), and this method nodes, soual' relations F’etweef‘ persons are treatgd as
take social relations and rating habits into Coumedges, and different social relations (for example, friend

simultaneously; secondly, link prediction, which is used relations, trust relations, cooperation relations, andrgo

to measure the closeness between users, are applied in oft" form g|ff{¢rent soc:;al ngtworlii. Tthe t|n|t|lalt'somal d
social recommendation system; thirdly, by exploiting two :ﬁcor?men a '033 arf ?sbe %n et rusThre ? |or:sb an d
different data from social relations and rating scores, the erefore named as trust-based system. The trust-base

proposed BR algorithm has promoted the performance ofystem ~assumes that people pre_fer, to ~ accept
traditional system, and experiments show that therecommendatlons they trust. The Jennifer's stud@s [

proposed BR algorithm has boosted the accuracy 0]have justified the fact that the trust relations can improve
recommendation than the homologous methods the performance of traditional systems dramatically.

This article is organized as below: Secti@ngives
related works of social recommendation, problem
description is in Sectior3, a social recommendation Recently, some more social recommendation methods
method with biased regularization is proposed in Sectiorare put forward. The TidaTrust moded][searches the
4, experimental results and evaluation are shown inshortest paths between users, and predicts rating scores
Section5, and the last Section gives the conclusion andaccording to the length of the shortest paths, trusties’
future works. rating scores and the trust degrees. In order to eliminate
the effects of the noise data, the TrustWalker method
[6lmakes use of random walk to predict the rating scores
2 Related Works combining the trust relations and item-base collaborative
filtering. The SoRec model 1B, a matrix
Most traditional recommendation systems are based offactorization-based method, factorizes the rating matrix
collaborative filtering, and could be categorized into and social adjacent matrix simultaneously, while it cannot
user-based filtering and item-based filtering according toprovide reasonable interpretations in real life. The
recommendation strategy, also could be categorized int&ocialMF model 7] has blended the trust relations in
memory-based filtering and model-based filtering. Thematrix factorization, and assumes that one’s preference is
memory-based collaborative filtering technigug}[are  entirely affected by trusties, but this assumption doesn’t
the most widely used techniques in commercial fields,conform to the realities. Thought the STE model
and their prediction phases are still slow despite they havg12]considers that one’s rating score is affected partly by
no training phases; the model-based collaborative filgerin oneself and partly by his trusties, it has no regard for the
build the models in accordance with the recommendatiorrating habits. Therefore, as a booming research
procedure and predict the missing scores according to therientation, social recommendation hasn't be well
trained models. In comparison with memory-basedstudied. This paper will analyze the influence of social
methods, the model-based methods are slow in trainingelations, rating hatbits of users and items on social
phase, but more quick in prediction phase. recommendation, and aim to build novel
Traditional system suppose users’ flavors arehigh-performance social recommendation systems based
independent and identical distributed(i.i.d) and haven’'ton matrix factorization.
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Fig. 1: Description of Social Recommendation Problem

3 Problem Description

4 Social Recommendation with Biased
Regularization

4.1 Matrix Factorization for Recommendation
System

As effective and high efficient methods, matrix
factorization based methods factorize the user-item
matrix R into user-profile matrixtU and item-profile
matrixV firstly, and then predicts the entries with missing
values inR [16]by using formulaR ~ UTV. The vectors
in U represent users’ preferences, and the vectog in
represent items’ characteristics. Latent semantic model
[4]consider that users’ preference and items’
characteristics is determined by only minor factors.
Therefore if supposing thdd is number of factors and
meets the conditio® < min(M,N), Uuxp can be used
to represent user profile matrix, and tiie row vector of
U (denoted a§J;) represents the preference of ugeand
similarly Vnxp can be used to represent item profile
matrix, andVj denotes the characteristic of item

The problem of matrix factorization can be transferred
into an optimization problem, and its objective function
is: % = 3||[R—UTV||- . U andV can be calculated by
searching the local minimum value &2, in which||-||¢
denoteg-robenius NormAs most entries iR are missing
values, the function above can be rewritten as:

1mn

argmlnfz(R U,Vv)= 5 ZZ i (R —UiTVj)Z
=1

wherel is an indicator matrix, and iR; j isn’t missing

Recommendation system contains a set of usergalue,l;;is 1, otherwise 0. To avoid over-fitting problem,

U = {ug,Up,--- ,um}, a set of itemdl = {iy,iz, - ,in},
and rating matrixR = [Ryj],,, 9athering all the rating
scores users marked, whaveandN denote the number
of users and items respectivelR,; , a entry of R,
indicates the score that usehas marked on iteriy and
its value is typically an integer between 1 and 5. If user
hasn't marked itemi, the correspondingR,; is
missing-value as shown in Figur&(c). Since users

usually mark scores only on a fraction of all available
items, matrixR is very sparse and vast majority of entries
in Ris missing-value, and it means that a mass of 'holes

rather than rating scores are distributedRnThe social
relations can be represented by adjacent
A = [Auvlym» @nd Ayy indicates whether there exists
social relation between usarand usewr shown as Figure
1(a)and Figurel(b), and if the relation exists, theh,y is

1, otherwise 0.

The task of social recommendation is: if usenasn’t
marked a score on item, which meansR,; is
missing-value, it needs to predict the value Bf;
(denoted aﬁuﬁi) in terms of the existing rating scoresi
and social relations in adjacent matéx and it is shown
as Figurel(d).

the regularization item%HU Il and ’\—22||V||F are added
to function above , and it's shown as formiza

U

1
+ 2Vl +

argmlnfz RU,V) | —UiTV,-)2

A2
7||VHF 1)

whereA; andA; are regular coefficients. Ruslan et v

,have given probabilistic explication of low-rank matrix

factorization through probabilistic graph model.

matrix

4.2 Integrating Social Relations into Matrix
Factorization

In social network, user’s preference may be influenced by
his friends easily. If profile vectod, andUs represent
preferences of usar and userf, then their preference
difference can be represented [fid, — U ||; If OF(u)
denotes all the friends that useis familiar with(that is
the successive nodes of nagealsollF(u) denotes all the

persons who are familiar with user, and preference
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diﬁerence ofu and all his friends can be represented aswhich can be resolved through gradient descent as

HUu Us||g- In accordance with the previous

f(O)]F

Formula2. So partial derivativéJ, BU, Bl andV of %
can be deduced as below:

assumptlons in this paper, more closer social relations are

more greatly they effect on preference. Suppose tha
function S(u, f) is used to measure social similarity of
useru and f, and the weighted preference difference of
user u and all his friends can be represented as
Y Su, f)||Us—Us||c. In order to integrate all social
feOF(u)
relations into matrix factorization, the gross preference
differences of all the users are added into Formiweth
taking them as penalty term, and it is shown as Forrula

le-

argmin(RUV) = =3 S —UTV)?
gv 2 2212 H
B m
53, 3, Sl
u=1fcOF(u
M A2
+ SVl + = VI (2)

in which B is regularization coefficient. Formul&,

named as SR2 inlf], can be resolved by searching for
local minimum value through gradient descent method.

4.3 Integrating Rating Habits into Matrix
Factorization

Users and Items usually have stable rating habits due to

users’ personalities and items’ characteristics, andsuser
rating habits are constant regardless of different items,
also it is the same to items’ rating habits. Here users’
rating habits are represented BY = [buy, bup, ..., bum]
wherebu, denotes the rating habit of us'erand items’
rating habits are represented B} = [biy,biy,...,biN]
wherebij denotes the rating habit of itefn Inspired by
the Integrated Models proposed by Koren et 3l1],
authors believe that rating scor®j is not only
determined by profil&J); andVj, but also by rating habits
bu and bij;, which can be formalized as
R, ~ UiTVj + by + bij. TakingBU andBl as bias terms
and integrating them into Formuld, a novel matrix
factorization model considering rating habits can be
represented as Formuda

argmin%(R U,V,BU, BI)
U,V,BU BI
1 m n

22111

52,3, 3601,

=1fcOF(u

UiTVj — by — bij)z

A3 Ag
||U||F+ ||V|||: HBU”F‘F?HB'HF (3

t 0.2

U (UiTVj—i—bu—i—bij—Ri,j)Vj-i-)\lUi
! je{ilRi,j>0}
+B S(i, f1) (Ui — Ut,)
=00
By Sif)Ui-Us), (4)
f,ETE (i)
0.7 .
WZ: (Ui"Vj +bu +bij — R j) +Asbu  (5)
U iR >0)
0%, . .
#: (UiTVj+bu+blj—Ri,j)+)\4blj (6)
i iRy >0)
0%, .
0_\/?: (UiTVj +bu + bij — R j)Uj + AV.
I ie(ilRy>0)
(7)

4.4 Description of Biased Regularization
Algorithm(BR algorithm)

According to the above discussions, a novel social
recommendation algorithm, which is named as BR

algorithm, is proposed here. The BR algorithm has
involved rating scores, social relations and rating habits
simultaneously. The procedure of BR algorithm contains
three stages in sequence:(i)initialization stage,
(iiteratively solving problem stage and (iii)predictio
stage. The whole procedure is described as Algorithm

From Algorithm1, U, V, BU andBI are initialized by

standard normal distribution, and then these variables are
updated repeatedly by gradient descent, and finally the
prediction matrixR is calculated. Social relations are
injected into Algorithm1 via Formula4, 5, 6, 7 where
similarity function §(-,-) is used to measure the social
similarity between users. Two extra arguments, learning
rate rate and maximum time of iteratiormaxlter, are
introduced in the algorithm to control the speed and time
of training respectively.

4.5 User Similarity

User similarity is an important factor effecting the
performance of recommendation system, and
traditionally measured on rating matrix The similarity
measured onR, which is used to collect the users’
interests, is named as interest similarity in this papehsu

is
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Algorithm 1: Description of BR Algorithm

Input : rating matrixRy N, social regularization
parmateiB ,learning rateate and maximum _ -1
k V)= |(l —eA) -1
number of iteratomaxiter Scatz(UV) = [(1 - €A) Juv
Output: predicting rating matribRy «n

be defined as:

where, u,v is user’s identity, matrixA represents social

1 begin relations,| is identity matrix, ande is a free parameter
2 | initialization _ slightly less than the maximum eigenvalue®of
3 | Uwxp < A ormal(0, 1)_’ SimRank similarity is defined in a self-consistent way,
4| Vo e W}rmal(?’ol)’ _ according to the assumption that two nodes are similar if
Z SEM“:J‘VO%";% 1? they are connected to similar nodes, and SimRank
Nx1 .1); P ; _ o - .
. solving U.BU Bl and V by gradient descent similarity functionSsjmrank-, ) can be defined as:
8 for epoch= 1to maxlterdo
S i w, W
9 foreach (i, j) In({(l, i)|Ri,j >0} do SsimRankU,V) = C- zWGF(U) ZW’E[—(V) SsimRank )
10 calculate‘f,—ﬁ? by Formula4; Ky - kv
1 CalCU|ate§T‘23 by Formula5; whereSsimrankX, X) = 1,C € [0, 1] is the decay factof; (x)
12 Ca'CU'ategT{? by Formulas; is the neighbors af in social network and is the degree
13 calculate‘f;%/’;2 by Formula?; ofx.
14 Ui < Ui —ratex 582,
15 by « by —ratex JZ2; 5 Experimental Results and Evaluation
16 bij < bij —ratex 522
]

. V)V, —raten 3. 5.1 Datasets
18 pr_ediction Experiments in this paper are based on real Flixster
19 | R=UVT+BU 1T +BI-17 dataset and Douban datagetFlixstePis a social network

L site about movies which let users’ share their marked

scores on movies, discuss new ones, and recognize
persons who have similar interests. The Flixster dataset is
collected by Jamali, which contains 1 million users, 8.2
millions rates, 4.9 million movies and 26.7 million
bidirectional friend relations. The rating scores are
discrete value arrange i0.5,5], and can be divided into

10 levels.

Doubarf is one of greatest online social networks in
China, which provides marking scores, comments and
recommendation services on movies, music and books
and so forth. Users can create friendships just like Flixste
with each other through such ways like Email, and they
can mark scores on items with the values range from 1 to
o 1 . ; . 5. Douban dataset is collected by Chinese University of
;Iisn?irlasrli;m:‘irrllzigﬁg(-bi blended in the BR algorithm via Hong Kong by crawlers, which contains 129 thousand

y s users, 59 thousand movies, 1.68 million rates and 1.69

Problem of measuring social similarity is essentially jjjion bidirectional friend relations. The statistic dais
the problem of link prediction]1], which is the problem  ghown in Tablel and2:

of predicting the presence or absence of edges between
nodes of a graph, and has important practical
applications, such as predicting interactions betweers pai :
of proteins and recommending friends in social networks.5'2 Evaluation method
In order to compare the effects on BR algorithm betweenA
social similarity and interest similarity, we introducesot
link prediction algorithms, Katz algorithn®], SimRank
algorithm [B], as the metric of social similarity to evaluate
the proposed algorithm.

Katz similarity is based on the ensemble of all paths, 2 http://www.cs.ubc.cafamalim/datasets/
which directly sums over the collection of paths and is 4 https://www.cse.cuhk.edu.hk/irwin.king/pb/data/home
exponentially damped by length to give the shorter paths ° http://iwww.flixster.com
more weights, and Katz similarity functidBat(-,-) can 6 http://www.douban.com.cn

as Vector Space Similarity(VSS)§], Pearson Correlation
Coefficient(PCCX], etc., and the similarity measured on
A, which is used to collect the users’ social relations, is
correspondingly named as social similarity. From
Formula 3, it is seen that indicator matrix can be
regarded as the implicit feedback of user’s ratings. In
order to balance between rating data and social relation
data, it is need to inject more social relations into the
algorithm, and similarity functiors(-,-) can serve as the
"entrance” just right. As shown in subsectidr? and4.3,

[though the performance of recommendation system can
be valued in many ways, this paper take the accuracy as the
criterion, and Mean Absolute ErrdWAE) and Root Mean
Square ErrorRMSE are used to evaluate the accuracy

(@© 2015 NSP
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Table 1: Statistics of Flixster and Douban datasets

| Statistics | Flixster [ Douban |
Users M 129.5K
Social Relations| 26.7M 1.69M
Ratings 8.2M 1.68M
ltems 49K 58.5K

N,

ggggggg

(a) Degrees on Douban

Fig. 2: Degree Distribution of Datasets

of the prediction. Rating scordsis divided into training
setRLearning @NdReesting@ccording to a certain proportion,
RLearning is used to train and predict afsting iS used to
performance evaluation. Th&MAE can be defined as

1

MAE = ——

| esting| un

, hereRy; represents historic rating scores of useon
item i, Ry presents predictive scores of useon item
i \Rtesting| represents the number of testing rating scores.

RMSEcan be defined as

(b) Degrees on Flixster

Ry,

ggggggg

i — Ruil

1 ~
RMSE=, | —— i — Rui
\/‘Rtesting| ; (Ru RU’ )

It can be seen from above definitions that the IdWAE
and RMSE are, higher the precision is, also better the

performance is.

5.3 Results and Analysis

In order to evaluate BR algorithm, authors compare the LR RN NITIOONS SRTIEEE SIS RO
proposed method with other three homologous methods o7s§¥ R SEUTII SR SR

on two experimental datasets:

—Collaborative Filtering (CFJ0: most
memory-based method at present;
Factorization

—Probability  Matrix

2

no considering social relations in users;

—Social Regularization method (SR2J: it combines
social relations and interest similarity, such as VSS
similarity and PCC
factorization, but doesn’t consider the rating habits;

similarity,

(PMF[7]:

canonical user-item matrix factorization method with

into

This paper designed experiment A and B, with A used
to compare the performances of BR algorithm and other
methods, and B used to research the effect of argufent
to BR algorithm. Experiment A is divided into two
groups, the first one takes 90% and 80% of Flixster
dataset as training set, and the rest are used as testing set
separately; the second one takes 80% and 60% of Douban
dataset as training set, and the rest are used as testing set
separately, and then values MAE and MRSEin each
method are computed. In order to get stable results, each
group of experiments will be repeated five times and the
average of five results is used as final one. Owing to
Flixster dataset is sparser than Douban dataset, training
sets of Flixster dataset account for higher proportion. In
experiments, regularization arguments A, Az, A4 and
B are valued as I¢, dimensionalityD uses experimental
value 10. Due to collaborative filtering is not the method
based on matrix factorization, the above-mentioned
argument are not used. Experiments have justified that
social similarities, Katz similarity and SimRank
similarity, bring out better performance than interest
similarity, also SimRank similarity outperform Katz
similarity. Comparison of each experiment is listed as
Table2.

Dimensionality = 10
0.75 T T

MAE

10° 10™ 10? 102 10" 10° 10°
Parameter 3

(a) Impact of3 on MAE

Dimensionality = 10
T

T : :
:[@—® BR,.,.onDouban

0.95 |- o N

0.90

0.85 - --oeniee

RMSE

0.70 -

L
10° 10! 107 10° 10* 10° 10°
Parameter 3

(b) Impact of 3 on RMSE

0.65 } ] ] }

Fig. 3: Impacts of parametg® on BR algorithm

In experiment A, A1, Az, Az and A4 are trival
regularization coefficients and their values are set as
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Table 2: Performance comparation of different methdisfensionality= 10)

Dataset| Training | Metric CF PMF | SR2VSS | SR2PCC | BRKatz | BR_SimRank
90% MAE | 0.7130| 0.6951| 0.6758 0.6756 0.6651 0.6619
Flixster RMSE | 0.9142| 0.8782| 0.8529 0.8517 0.8401 0.8377
80% MAE | 0.7166 | 0.6980| 0.6769 0.6762 0.6682 0.6660
RMSE | 0.9269 | 0.8822| 0.8607 0.8574 0.8427 0.8408
80% MAE | 0.5767 | 0.5693| 0.5548 0.5543 0.5538 0.5521
Douban RMSE | 0.7235| 0.7200 | 0.6992 0.6988 0.6975 0.6957
60% MAE | 0.5783| 0.5737| 0.5598 0.5593 0.5563 0.5549
RMSE | 0.7360 | 0.7290 | 0.7046 0.7042 0.7024 0.7011

empirical values in14] , while (3 is important and used to factorization of rating matrix. Also this method constsict
control what degree the social relations effect onthe objective function of matrix factorization via
recommendation system. In experimentBjs adjusted regularization technology, and takes preference diffezen
in a large range to observe the trendAE andMRSE of users as penalty term and user’s rating habit as bias
other arguments are same as those in experiment A. Thierm. The objective function is resolved by the gradient
results of Experiment B are shown in Figud¢a) and  descent method, and the solutions, namely low-level
3(b). Figure 3(a) illustrates the effect of argumeit on profile matrixes and the habit vectors, are then used to
MAE, if B is less than 10* or more than 10%, MAE will make rating prediction. Experiments have shown that in
increase (performance of system will decrease) regardledarge-scale sparse rating data circumstance, the proposed
of Katz similarity or SimRank similarity; in a similar way, BR algorithm has better performance than other
it can be seen from Figui®(b) that if 8 is less than 10* homogenous methods.

or more than 10%, MRSE will increase. Therefore it's

proper thatf is set to 103. And it also shows that

considering the influence of social relations on Acknowledgment
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