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Abstract: The paper presents the application of the metric methodset@malysis of the questionnaires used in various fields. The
generic methodology is presented, including particuladuhes, responsible for the subsequent operations. Thaydegeneration of
category patterns based on the available data, applicafienvelopes, dataset complexity assessment and perfpretassification

of questionnaire results. Metrics applied in the presengs@arch are then introduced. The methodology is testebdrea tlata sets
from the psychological, sociological and educational dosiaResults show the advantage of our approach comparéé standard
classification and decision making methods. Also, it may setlfor the results interpretation, finding relations iragat evaluation

the test discriminating power (regarding each questioarsgply).Proposed methodology may be found beneficialliarahs where
guestionnaire data is used - from classical diagnosis tod@Ibig-data applications.

Keywords: distance metrics, pattern generation, classificationstipnaire analysis

1 Introduction decision. The structure of the test facilitates the deeper
analysis, based on single answers.

Profiling people (users, patients, clients etc.) is nowaday . '€ interpretation of answers is currently used in both
a dynamically developing research area. It consists irpcientific and practical applications. The rising inteiest
observing human reactions on the presented events, ¢f¢ Human-Computer Interaction (HCI) and the ability to

filling the questionnaire (or test) by the monitored personmake u?]e[).profil%s givfe the opp_lc_)rr]t'unlity tol Igarn abo%t
(further also called the testee). Premises used in thiguMan habits and preferences. This knowledge may be

process are diversified and vary depending on two factorseXPloited in the marketing, psychological or educational

The first one is the purpose of the analysis (for instance/€S€arch —and in —every other discipline ~ where
uestionnaires are used. Data gathered through

personalization of the marketing strategy). The second! . . . ) : .
one is the mode of the analysis: on-line (methodsquestlonnalres is very useful in creating adaptive

exploiting the Internet) or off-line (traditional apprdeaes, interfaces, perspnalizing marketing offers or including i
like paper-pencil questionnaires). In general, profiling i big-data algorithms. Classical approaches for the

based on behavioral data and/or declarations expressed estionnaire data a_ma]yss havg s_everal d_rawbacks. For
people during the examination. instance, in the qualitative analysis information aboet th

Methodology of preparing the questionnaires is well distribution of answers in population is neglected. On the

. . . other hand, in the quantitative analysis the information
established and multiple standard tools for this PUrpOSE, |, it the certain angwer pattern is Ioit

exist. Their usage requires from the testee answering
sequences of appropriately prepared questions (items). This paper presents the novel methodology for the
Further it allows for evaluating selected human analysis of questionnaire results exploiting the metrics
characteristics. This includes psychological diagnosesspace concepts. The main operations include clustering of
determining political views, professional skills and many available data into profiles’ patterns and calculating
other. Contemporary methods of evaluating answers frontistances between them. The architecture is flexible
tests are of limited accuracy, considering mainly summedenough to work with questionnaires of different origin. Its
points, which are the main premise for making diagnosticadvantages include:
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—The insight into the profiles of the respondents, by [1], [2]. It assumes that the test score, i.e. the sum of
determining not only the main profiles, but also points assigned to answers given by the testee, reflects the
sub-categories as well intensity of measured trait with precision determined by

—The ability to perform the classification based on thethe error of measurement. Interpretations of the test score
particular answers, assuming specific questions are ofan be formulated referring to norms defined as the scores

different importance obtained by the other members of population
—Versatility enabling application of different metrics (interindividual perspective) or to other scores obtained
and clustering algorithms by the same testee (intraindividual perspective).

—The ability to evaluate the questionnaire and its
discriminating power (ability to differentiate between
guestionnaire respondents representing different

groups) In CTT, there are two approaches to the analysis and

~The paper is organized as follows. In Sect@rthe  nterpretation of scores obtained by the testee. Both refer
existing methodology for the questionnaires analysis ando results observed in the population to which the testee is
interpretation is presented. SectioB contains the compared to (interindividual perspective). The first
overview of the proposed generic architecture able togpproach is based on properties of the normal distribution
process the selected questionnaires. Its modules arghe "68 - 95 - 99.7” rule) which assign obtained scores
briefly introduced, including the pattern analysis, dis&n into distinct categories3]. Results distant more than one
calculation approaches and classification  strategistandard deviation from the mean observed in the
selection. The mathematical apparatus used for specifigopulation are usually classified as high or low
calculations is described in Sectidn Section5 contains (depending on the direction of the diﬁerence)_ Other

details of the particular operations exploited within the scores are classified as average. This approach is usually
architecture. In Section6 datasets used for the gapplied in tests dedicated to normal population when the
experiments are described. In Sectibthe analysis and  test giver is interested in describing the testees
verification of the proposed approach is presentedperformance. In CTT, there are two approaches to the
SeCti0n8 Contains the experimental reSUItS and theirana|ysis and interpretation Of scores obtained by the
discussion. In Section9 conclusions and possible testee. Both refer to results observed in the population to
application of the proposed methodology are provided. \yhich the testee is compared to (interindividual
perspective). The first approach is based on properties of
. . . the normal distribution (the "68 - 95 - 99.7” rule) which
2 Existing methodology for the questionnaire e ysed to assign obtained scores into distinct categories
analysis [3]. Results distant more than one standard deviation from
. . . . the mean observed in the population are usually classified
Questionnaire data can be analyzed either in theas high or low (depending on the direction of the

qualltatl\f/eh or quantléatlve marr]mgr. hTO apprleplatgz_ thﬁ’diﬁerence). Other scores are classified as average. This
power of the proposed approach, both are explained in the ;o5 is usually applied in tests dedicated to normal

following subsections. The innovative approach to the opulation when the test giver is interested in describing

questionnaire data analysis proposed in this papefye yegtees performance. The second approach popular in
constitutes their combination. This new method provides

ih detailed \vsis of obtained " ~interpreting test scores requires setting a cutoff poiat th

€ more cetalled analysis ol -obtained questionnalrgyetermines membership of the testee to a certain group.
results. Its benefits are twofold. Firstly, it provides an o oyact cutoff value is usually established using the
.‘iverv'esw of Qlow.tcertalgl grotl;ps peffom‘ |nf ?\éery .teslt Receiver Operating Characteristics (ROC) curve or is
item. Secondly, It enables the analysis ol the SINGI€qeatarmined arbitrarily. This approach is mostly applied in
person’s answers in relation to norms (results obtained b¥:|inica| or education testing when the test giver is
certain groups of people). interested if the testee meets necessary qualification
criteria.

2.1 Quantitative analysis of questionnaire data

Interindividual perspective

Intraindividual perspective
There are two main theoretical frameworks describing the

guantitative analysis of questionnaire data: Classicat Te Adopting intarindividual perspective is to analyze test
Theory (CTT) and Item Response Theory (IRT), asgcores obtained by the testee in relation to his/her other

described below. results. It is sometimes called psychometric profiling
aimed at determining strengths or weaknesses of the
2.1.1 Classical Test Theory (CTT) testee. Psy_chometric profiling is usgally applieq When a
guestionnaire measures construct with several dimensions
This is one of the earliest conceptual frameworksdepicted by scores in different questionnaire scales.
referring to the questionnaire measurement, formulatedQuestionnaire constructors establish (using statistical
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tests) what is the minimal difference between scale scoredifferent scoring schemes (graded response model, partial
that can be interpreted as statistically significant. credit model; #] [7]. The test score in IRT is the
estimation of the testee finfllevel.

2.1.2 Item Response Theory (IRT)

, _ o 2.2 Qualitative analysis of questionnaire data
The IRT is frequently used in the computer administered
tests.. It weights each question individually during the o 5jitative research is used mainly in exploratory studies
final score calculation, depending on the questions,nere the exact structure of the measured construct is not
difficulty and discriminating power. Its disadvantage is yet known. The data analysis (in general) is usually

considering only the final score in the result conhacted with applying specially designed methods like
interpretation, disregarding responses to parucularopen_ended questions, interviews or observations.
questions4]. Collected answers given by the respondent are classified
. The general !RT model assumes] [hat the answer _and coded by a trained professional. Interpretation of
given to every item depends on a single latent trait;ggts obtained by an individual qualitative research
(denoted by®). In the two-parametric model (2PL) the pighiy depends on the theoretical framework adopted in
probability of giving the correct answer to an itexn is certain research area (i.e. psychoanalysis) and rarely
expressed by .th.e following |OgIS'tIC function (so-called |gjies on the reference data.
ltem Characteristic Curve (ICC) Figuig: The qualitative analysis of close-ended questionnaire
1 items is definitely less common. This approach is used
T e a0 (1) mainly in marketing research, therapy or education. The
1+e ' general idea behind it is to evaluate the specific answer

where & is the item discrimination (the ability to Selected by the testee and try to give them some

differentiate between users showing varidukevels) and ~ @dditional meaning g). Testee's answers to particular
bi is the item difficulty. items are treated as a starting point for further discussion

with the researcher, therapist or teacher. Again, the final
interpretation of the test result is often strongly
determined by the theoretical framework adopted by the
item Charactesistic Curve specialist. It is based rather on the interpreters
1 professional experience than on research data. Therefore,
such an approach to questionnaire data analysis often
leads to subjectivity in final judgments.

P(Xi|8) =

2.3 Computer-aided analysis of questionnaire
data

Probabilty of giving correct answer

Computer-aided analysis of questionnaire data allows for
applying advanced computational methods for the testee

4 > 2 " classification. Attempts to use decision tre& [10],
Testee's ability (8) fuzzy decision treesll] or random forests12] for this

purpose were moderately successful. Other artificial
Fig. 1: Sample Item Characteristic Curve intelligence methods like artificial neural networkis3]

[14] were applied for the testee profiling and prove to give

better classification results than the classical
Difficulty of an item in IRT () is defined as the threshold-based procedure. There are also systems like

ability level presented by the testee to have 50% chanc€opernicus 15] that integrate several classification
for giving the correct answer to this item. In the exampletechniques to increase the classification accuracy based
from Figurel the item difficulty is equal to-0.27. The  on the questionnaire data. Despite the fact that these
testees ability depicted on theaxis is expressed by a solutions give accurate decisions, rules leading to this

standardized scale (with zero mean and standardlecision are usually too complex to interpret by the

deviation equal to 1). The item discriminating powey) ( human. In practical applications (i.e giving psychologica
in IRT is defined as the tangent of the curve slopeor educational diagnosis) methods that provide easily
measured in the poir@. understandable criteria for decision making are
More complicated models include additional preferable, even at the cost of the weaker classification
parameters (like guessing 3PL or the upper limitaccuracy. Teacher, psychologist, sociologist or any other
asymptote 4PL; q]) or allow for analyzing data with decision making professional must be able (based on
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guestionnaire results) to justify their judgment and
explain it to the testee or authorities especially when

making high-stake decisions. Computer-aided analysis of ., * *—*% & A A N
guestionnaire data allows for applying advanced & N \ S\ \;:
computational methods for the testee classification. 3 ° ANV \X Y /%
Attempts to use decision tree8][[10], fuzzy decision Py / \\\ ‘}\ A IAY) \\
trees [L1] or random forests12] for this purpose were F ,ﬂ L7 ! \ o \
moderately successful. Other artificial intelligence £ 1 .," \/ \\,\d” \k

methods like artificial neural networks 3 [14] were
applied for the testee profiling and prove to give better .
classification results than the classical threshold-based 1 2 3 &4 5 &
procedure. There are also systems like Copernidgk [
that integrate several classification techniques to irserea
the classification accuracy based on the questionnaire
data. Despite the fact that these solutions give accurate_. . . i )
decisions, rules leading to this decision are usually t0o Fig. 2: Sample answers given by two testees in a questionnaire
complex to interpret by the human. In practical
applications (i.e giving psychological or educational
diagnosis) methods that provide easily understandabl . .
critgria fo)r decision makinrg)j are prefergble, even at the% Ov_erV|eW of the proposed generic
cost of the weaker classification accuracy. Teacher@rchitecture
psychologist, sociologist or any other decision making
professional must be able (based on questionnaire resultghe proposed methodology is the generic framework
to justify their judgment and explain it to the testee or aimed at the analysis of questionnaire results. Current
authorities especially when making high-stake decisions.approaches to make decision about which category testee
belongs to calculate the overall number of points obtained
in the test. We believe such an approach in some cases
may be too general and gives little space to interpretation
based on the particular responses. Therefore the proposed
method focuses both on the test score and the responses
2.4 Problem statement to subsequent test items. This allows for making decision
about the category of the analyzed person and observing
the pattern of his/her responses. The idea is to represent
each questionnaire result as the vector of responses to
particular questions. This way it is possible to calculate
answer patterns characteristic to the particular group of
%ersons. Additionally, the envelope for each pattern is
enerated, which considers not only the "mean”
esponses, but also their distribution for the set of
analyzed persons (reference groups). The expected

: nefits include the greater diagnosis accuracy, theabilit
two testees. Both persons obtained the same test score ( assess the quality of the questionnaire or the ability to
points) but gave different answers to every question.

Using only CTT to data analysis, results of testeel ancg:ﬁl](exgifir: S r(':S erﬁtse%ﬂr;sgis.u;ehe block scheme of the
testee2 are indistinguishable. Applying IRT algorithms b 9

may result in respondents differentiation (depending on. The structure of the system contains the main

item characteristics) regarding only the final test score.'drgg:girgﬁnr;eadkiﬁper?;'gn;r'ck:igg;[ﬁg ifsor émeeri:niggf ﬁ?g
However, the answer patterns are still lost. 9. 9 9

work with the unlabeled and labeled data. Knowledge
On the other hand, qualitative analysis is subjectiveextracted during the training stage may be exploited to the
and neglects the information about the average resultgualitative or quantitative analysis of the questionnaire
obtained in the population. The methodology described initself or the respondents. The specific application of the
this paper tries to overcome weaknesses of each approadystem is the classification of the testee to one of the
applied separately and give the new quality to thecategories based on his responses to the questionnaire
profiling of people based on the questionnaire data.(which is represented by the "decision making” module in
Unlike other computer-aided methods for the Figure3). The required input is the set of questionnaires
guestionnaire data analysis, it gives easily interpretabl filled by the respondents. Each questionnaire is the set of
results and enables to understand the process underlying questionsQ = {q,,--- ,qy}, Where the specificj¢th)
the final classification decision. guestion is represented by the setzafiscrete responses:

Items

—a—leles - e

Both qualitative and quantitative approaches to

former, the test score (reflecting the sum of points
assigned to answers given by the testee) is interprete
Unfortunately, the information about the detailed answer
pattern is lost. Figur@ shows sample answers given by
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questions matters, or as the point in ttmedimensional

i Supervised leamning Calculating TRAINING MODE EE DATA ANALYSIS i . . ..

: patterns \ f ; space, where the sequence is not important (giving more
j| Training data < Caleulating | i Data complexity } freedom to build and interpret test results). In our

1| (questionnaires) L ] envelopes ' assessment | . .

; Creating / ! approach we assume the sequence of questions is

relevant. In this case the shape of the function created by
e N CLECTEEPPr : the responses of the analyzed person (Figyrdepends

Unsupervised learning patterns

i jfr‘:f:;: Seected ! on the position of questions in the questionnaire. This
1 Istance ! . . . .
e messure |1 allows for introducing multiple distance measures to
] : Calculating ! determine the similarity between examples. Alternatively
Testingdata T ' » R ' . .
: dstances | conmaknG | the example may be represented as the vector in this
R ' space, starting in the beginning of the coordinate system

and ending in the coordinates indicated by the subsequent
responses to questions.

Fig. 3: Framework of the questionnaire interpretation system

the Carthesian product, = gy X g2 X -+ X Om. The

execution of Q on the testee leads to the single
combination from cp,. As knowledge about the e
discriminating power and characteristics of the test is
collected from multiple executions, in the presented work N et iesioad
Q is represented by the training skt It consists ofn

vectors (integer values representing responses to {7 5
subsequent questions by the particular testee). In each A”SM‘%‘E‘” 4
column the numbev € (1,---,z) of the response option N 3

to the  j-th guestion by i-th person /

g€ (1,---,n),je(L,---,m)is stored (starting from 1 1 2 3 s 5

up to the number of possible answers to the quesjon G R

For example, if the set of responses to the specific -

question contains the following values: "very rarely”, Fig. 4: Geometric interpretation of the questionnaire responses

"o non

"rarely”, "moderately”, "often” or "very often” (ordinal (three items)

scale), the column corresponding to this question will

contain the following values: "1”, "2”, "3", "4” or "5".

Assuming the questionnaire contains ten questions (each

with five responses), the form of the training example is

as follows (where the first occurrence of "1" means that  1he initial analysis of the training data consists in

the analysed person provided the response option nUMbey,stering examples similar to each other, which leads to

1 to the first question, while the value of "5" is for the he nominal patterns, representing subsequent groups
fifth response option provided for the second question): (see: Sectiors.1). This way determining the category of
6 = [153321241p the actual example (a set of responses from a single
person) requires calculating distances between the
1 I example 'and all group patterns. To increase the
€1 Qv - Qv classification accuracy (measured as the overall number
L=|:|=]: - = (2) of correctly classified examples related to the cardinality
én q;‘l q'.‘m of the testing set), the whole distribution of responses to
v v the particular question by every group should be
The training setL may be supplemented with the considered. Therefore, the envelopes for each question
information about the category of each example. Thisare generated, modifying the distance between the
additional columnc allows for the supervised learning example and the category pattern by creating attraction
during the training mode. Otherwise, the unsupervisedareas and pulling the analyzed example towards the center
learning is only possible. In the following subsections the of the answer distribution obtained for analyzed groups
subsequent operations are described in detalil. (see: Sectiorb.2). The use of envelopes is optional and
Results of the typical questionnaire can be can be introduced if there is the chance to improve the
represented both as the time series, where the sequenceaécision accuracy.

q = {qjl,...,qu}. All possible questionnaire results form /

Item_C
3
Item_B
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4 Mathematical apparatus question and category separately. In the Psychology data
set, for each question two histograms will be created: one

This section presents the metrics-based methodology use€dr the healthy, the second for the individual with

in the architecture from Figur& The particular distances depression. For the Sociology data set, there will be three

are briefly introduced. Their application includes the histograms for each question and so on.

classification of the selected testee and the questionnaire In this paper histograms are used for creating

difficulty assessment. The distance can be calculated foenvelopes that should improve testee classification in the

the whole questionnaire (considering all dimensions ofcase of the skewed distribution of responses given by the

the point in Figured) or for the single question. In the testees representing specific categories.

first case, the overall similarity between the patterns is

obtained. In the second case, the influence of each

qguestion on the classification can be individually . .

modeled. For instance, during the classification of the4-2 Implemented distance metrics

sequence of responses to one of available patterns the

overall distance may be calculated as the sum of distanceAmong multiple options, the following metrics were

between the particular coordinates. Alternatively, theproposed for calculating distances between the response

distance may be expressed by the number of coordinatepatterns. The selected measures are well established in

for which the test result is closer to the selected pattern. multiple domains and are easily interpreted in the
geometric spaces.

4.1 Histograms —Euclidean distancd 16] (3), which is the most popular
approachin the geometrics spaces. All coordinates (i.e.

In the analysis of questionnaire data histograms reflect the responses to the particular questions) of the pagern

frequency of certain answers given by a group of testees ande; are treated equally and have the same impact

to particular questionnaire items. The sample histogram of ~ on the overall distance. The weighting of the particular

answers given to a questionnaire item having five response ~coordinates is possible, but in our approach we assume

options is depicted in Figure no information about the importance of the particular
guestions is known. If the distance is used to calculate
the overall similarity between objects, its form is as
follows:

3

de(er,e) = (q1j — d2j)? 3)
05 =1

04 When each coordinate is treated separately, the
distance is calculated fon=1.

02 —Mabhalanobis distance[17] (4), which is the way to

0.2 measure the distance between the respoysgiven

0 007 01 by i-th person to itemj the reference distributiow;

h ] 0.03 —‘ (Figure 6) of all obtained responses to theth item

Frequency [%5]
=

[ [17]. Itis defined as:

1 2 4 5

S dMl(Qija)’j):\/(Qij_ﬂ)TS\/_jl(Qij_ﬂ) 4
Fig. 5: lllustration of the response distribution for the selected

question where §,; stands for the covariance matrix gf y;

stands for the mean of the distributignSimilarly to
the Euclidean distance4) can be calculated for the
single question, or for the whole questionnaire. In the

i : v
The height of eachyth) bar qkj) depends on the latter case, partial distanced)(are summed. The

percentage of persons (assigned to the sakié Mahalanobis distance is popular in the cluster
category) giving the particular response (note that analysis. When considering\ categories in the
Sv0; = 1). Figure6 shows that respondents from the  supervised learning, the minimal distance between the
considered group mostly give responses number and point and the distribution representing a class
v=5, but other options are also present. determines its membership.

As the analyzed data sets contain the predefined
number of object categories (for instance, For the purpose of assessing data complexity (see: Section
"depression”/"healthy”), histograms are created for gver 5.5) the additional distance was introduced:
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—Earth-Mowers Distance (EMD) (5) is a metric (al o S imintpg) o= T 7 S
C . . R © N v 4 [ ~
between two distributions. It is based on the solution / . N K o N T
to the transportation problem described in the linear i e T = !
L . . L D : \ |- 1
optimization domain 18]. In general, EMD reflects L & v 5 ° it
the minimal cost required to transform one  @nwety e Aoy, M 7
.. . . o n ¥ Seo L iy ™ X
distribution |Anto another, wher€, = {(dj,V)}; k=2 -- k=1
andC; = {(dj,, v)}Es are two distributions of size; P — N
and n, respectively, witth?|<1 and q jkz2)* being the . N s,
- . . max(py ) R
probabilities of observing answer optiomsfor the . U Jamintps® Y,
j-th item in testee grougs andk;. If C; is treated as o o0, 4 ® k1
supplies andC, as demands, a flovii, reflects the . \ ey .
amount transported from suppty to demandk,. The L E T L T
EMD is definedby: ~ oo=====T
> fklkzdklkz Fig. 7: lllustration of the data complexity assessment based on
- ml-— two categorles where (a) subsets do not over ap (sImple) case
EMD(Cy,Cp) = min 5 ies wh Subsets d lap (simpl
> frako and (b) subsets overlap (difficult case).
\

where d(yk,) stands for ground distance between

location vj,, and vj,. The general illustration of
EMD is depicted in Figuré. tendency. The most common measures arean and

median The former is defined by the sum of all values
present in the dataset divided by the number of
observations. The latter is the value that separates
distribution of frequency (see: Figufg into two halves.

Its main advantage is that it is takes the value from the set

— EMD(A,C)=0.2 - . . .
® of possible answer optiong and therefore is easier to
v EMD(A,B)=0.1 EMD(A,D)=0.3 interpret when analyzing discrete datasets. The median is
s also resilient to the extreme observations present in the
% dataset as long as they do not occur frequentlg].[
w However, in the testee classification and interpretation of
z guestionnaire results, extreme observations are importan
g o They give the interpreter or questionnaire constructor the
% I I I general orientation about the maximal and minimal scores
s obtained in the analyzed testee group. Therefore, for the
12345 12345 12345 12345 purpose of this paper the mean value of scores obtained
A B C D by such a group was used for implementation of the

Four sample distributions of answer options proposed questionnaire data analysis framework.

Fig. 6: lllustration of EMD distance for sample distribution of
answers for a questionnaire having five answer options 5 Detailed questionnaire data analysis
operations

In the example from Figure7 there are four . . . . .
distributions &, ..., D) reflecting proportions of answers 1 his section presents the detailed operations executed in

to a questionnaire item with five response optionsthe grchitecture from Figura. I't is specified, where the
v = {1,2,3,4,5}. To transform the distributioA into the ~ Particular measures were applied.

distributionC, 0.1 of the distribution mass needs to be

transported fromv = 1 to v = 3. In this casely,. = 2,

therefore EMDAC)=0.1-2=0.2. 5.1 Patterns extraction

The multiple examples in the sdt are processed to
4.3 Selected measure of central tendency extract the predefined number of response patterns,
representing particular classification categories. The
Every distribution can be characterized by the descriptiveprocess depends on the training mode applied to the data.
statistics. Information about the central position within In both cases the operation of calculating the patgn
the set of data is reflected by the measures of centralepresentative to thieth category is performed. It is the
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vector of meansgy; for particular responses to the parameter, as the algorithm works until all examples

subsequent questions (indexed by are assigned to any category. The more attractive
approach generates the categories adaptively and
P =[Okt - Okm) (6) analyses variability in data. This way the number of

generated categories may be greater, but after the
additional analysis by the operator, some categories
may be merged into one.

Note that while all data i are discrete, the pattern
may contain real values, which do not correspond to any
response to the question, but represent the distribution of

all possible responses. After creating the categories, all sets of grouped examples
For instance, if the following examples belong to the have the pattern calculated, as explained in Seddidn
same category: Due to the character of the analyzed datasets, in this paper
only supervised learning has been used. However, in other
123412121 gﬁsgggggl\ls R ur;isétaperwsed learning can also be
113132531 y appiied.
223122413
the pattern for them is as follows: 5.2 Generation of envelopes
Oy = [1'33 16632223332 166 4.66} The patterns themselves may be enough to assign new

data to any of available categories. In the general

The details of the pattern calculation depend on theapproach it is assumed that responses to every question
training mode, i.e. the method of selecting the exampledorm the normal distribution. In such a case, the mean
to the particular set, for which the pattern is calculated, a value is a good representation of the most common

discussed below. answer. If the distribution is skewed, other measures are
required to correctly classify the example. Therefore the
Supervised learning additional envelope is created for each pattern. It is the

In this mode all examples have already assigned categoriedea representing the distribution of all responses to the
[20] derived from non-questionnaire sources (for example selected question. In the correctly designed test, the
the political preference as the "democrat”, "republican” o distribution of responses should be skewed towards the
"independent”). This way every example has the following most common one for the particular category. Therefore
form, where positions in the subsequent columns includghe simple mean value calculation does not give the
integer values: information about the distribution, being accurate only fo
the symmetric Gaussian one. In the correctly designed
g = [Qil - Ci} (7) guestionnaire, every question should maximally separate
) o ST all considered categories. However, members of each
In this context, training consists in finding the most group are usually diverse enough to give all possible
characteristic pattern for each category. The examples fofesponses to the particular question, though with varying
which the specific pattern is calculated, have k”OW”frequency. Therefore the designed envelope should
category (for example, because all respondents revealeghnsider all of them. The proposed approach uses the
their actual preferences). envelope to construct the attraction area. The latter
dislocates thej-th responseq;; of the particular itth)

Unsupervised learning . _person by pulling it towards the particular category
In this mode the set of examples, for which the pattern ispaitern,

calculated, is generated using the similarity between the
particular vectors. This is the task of data clustering, i.e
generation of categories. In this case two problems must
be solved:

aij = la} —Tiql - (1)) (8)

whereq{j is the percentage of the response option
—Selection of the clustering algorithm. Among multiple to the questiorj observed in the categokyanddj is the
choices (such as the Nearest Neighbor, graph ofverage response to this questjagiven in thek-th group.
conceptual clustering?fl], fuzzy k-Means, etc.) the
most suitable ones for the task should be compared
and applied to the scheme. Because all sets presenteéml 3 Classification strategy
in the paper are labeled, this part of the framework is
not explained further and will be the aim of the future The assignment of each example to the particular
research. category is based on the comparison between it and the
—-The number of generated categories. This is theset of category patterns created according to the
typical problem in the clustering of the unlabeled dataprocedure from Sectiod.1 The comparison is performed
[22]. One of the approaches is predefining this by calculating the distance between two answer patterns
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using the particular measure. For this purpose theb.5 Data complexity assessment

example should be treated as the point in the

m-dimensional space (Figurd), where each response This is the auxiliary module in the decision making
(single dimension) has the same weight (influence on theystem, which allows for analyzing the available training
overall distance calculation). Contrary to the traditiona data and determining their difficulty for the classification
questionnaire analysis, the proposed system uses various the supervised learning mode the labeled examples are
strategies during the classification. They are as follows: separated and assigned to the particular categories based

. ) ) on their features (responses to the particular questitns).
1.Counting the number of questions, for which the (resp P X )

> . : is statistically possible that even for the correctly
answer is closest to the particular pattern. Thl_s W& designed questionnaire (i.e. consisting questions

&eparating various categories of respondents with high

number of similar questions is greater wins and is
returned as the decision of the system.

2.Calculating the overall distance for each dimension
(questionnaire item). This way not only the number of

actual distance.

accuracy), there are some persons giving responses not
characteristic to their category. Therefore the additiona
calculation of complexity ratio enables predicting, what

might be the error rate of the system, i.e. the relative
answers closest to the pattern matters, but also theif,;mper

of incorrectly classified respondents. The

complexity of training data was measured using one of

3.0ther strategies, including the questionnaire scaleg,, methods:

(selecting only the subset of questions that measure

the particular aspect of the category), may be used and —Calculation of the scalar product between every two

will be considered in the future.

The most important parameter during this operation is the
distance measure selection. Among various options, the

most suitable measures for the task were selected and

tested.

5.4 Distance calculation and decision making

This step is the application of knowledge extracted from

the learning data and the selected measure to make a

decision about the category of the analysed example
the presented research, the generalization ability of the
system (the correct reaction on the examples not

presented during the training stage) was measured by the

Cross-Validation (CV). The subset of the original set L

was selected as the testing set T and provided to the input

of the system. The number of examples in T depends on
the CV strategy and was selected to determine the
minimum value allowing for the acceptable

generalization. The classification accuracy rc of the

proposed system was measured as the percentage of the

correctly classified examples from the testing set:

_|leiici=h

re= ] 9)

Among available CV methodologies the Repeated
Random Sub-Sampling CV (RRSSCV) was selecf&Sjl |
It consists in randomly moving the predefined number of
k examples fronL to form the test set. This procedure

was repeated 100 times. In each iteration, the system is

trained onL and its accuracy tested dn The number of
examples selected b was set relatively to the size aof
ask = 0.2 |L|. The obtained results include the mean
accuracy for the randomly selected examples and the
standard deviation determining the variability in data.

vectors constructed by the category patte@#.[This
allows for determining the angle between vectors (in
radians), calculated as:

X-y
B = arcco X1

wherex-y is the standard scalar product gugis the
length of the vectox. Patterns close to each other will
have small value of the angle (going to zero).
Categories easy to distinguish should have large value
of the angle: close to.47 for diagonal examples and
3.14 for antipodal ones, respectively. This way it is
possible to determine the difficulty to distinguish data
based on their geometric features.

(10)

The scalar product was applied for the data
complexity assessment as follows (see Figurtor

the illustration, wherek = 1,2). First, response
patternsp, for any two compared testee categories
were calculated. Then, two answer vectors e were
selected from the clusters forming each testee
category. The first onee{max(p2) and €max(P1),
respectively) represents the most distant vector from
the pattern of the opposite category, while the second
(e1min(p2) and exmin(p1), respectively) is the closest
one from the pattern of the opposite category. The
Euclidean distance is used to select these vectors.
Finally, scalar product8mean= 3(p1, p2) for patterns
from selected cluster$min = B(€imin(P2), €2min(P1))

and Bmax = B(elmaX(p2)ae2maX(p1)) of the least
distant and the most distant points from compared
groups are calculated. It is assumed that if
Bmean < Bmin OF Bmean> Bmax then these two groups
of vectors overlap and therefore are difficult to
differentiate. Analogously, Bmean € {Bmin, Bmax
indicates that the considered categories are easier to
differentiate as their groups do not overlap
significantly.
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—Setting a threshold value dependent on the number ofatest edition of the study took place in 2011 and covered
answer options in the analyzed questionnaire. The48 countries. For the purpose of this paper only data
threshold ¢ was calculated using formulal?), concerning Polish students was selectét = 4130).
reflecting mean EMD value resulting from Eleven questions from the student survey concerning

guestionnaire answer options: reading habits and attitudes towards reading were used as
) predictors. Answers were given on 1 to 4 Likert type

o — max(v;) —min(v;) (11) scale. Student achievement data in literacy was used for
dim(v) classification. Authors of the study distinguished 5

groups, reflecting international benchmark score reached
by every student. The categories referred to the literacy
skills, ranging from low, basic level, to the high fluency

and command of the language. Frequency of the students
S‘oelonging to subsequent categories was 148, 587, 1544,
1465, 386 students, respectively. As the questionnaire
results reflecting reading habits and attitudes towards
reading were used mainly for descriptive study, no

standard method for testee classification based on the

where dinfv) stands for the number answer options
in the questionnaire); are numeric values assigned to
answer options in thej-th question. For every
guestion in the questionnaire, pairwise comparison
between answer distributions for distinguished
category patterns were calculated using formal2) (
and (3).

L guestionnaire results is suggested by its constructors.
e 1,EMD(jks, jk2) > ¢
Ky, jk2) = L 12
N (ika, jk2) {OjEMD(kakz)«p (12)
o 6.2 Sociology
G = Yo Y 21N (jka, jka) (13)
ke = T m This datasét comes from the sociological study

measuring political preferences of American population
conducted by the Pew Research Center. The study took
place in early 2014. For the analyses the answers given in
0 item Ideological Consistency Scale were selected as
predictors. Every question consisted of two statements -
each reflecting either liberal or conservative point of view
Respondents had to choose one of the provided options as
. consistent with their beliefs or select "don’t know
6 Datasets description option”. The answer to the additional question: ”"In
i politics TODAY, do you consider yourself a Republican,
Datasets used for demonstration analyses of the propos@§emocrat, or independent?” was used for respondents
methodology represent three various research disciplinegjassification. The dataset consisted of 3064 Democrats,
- education study, sociological questionnaire and415 Republicans, and 3968 respondents declaring their
psychological test. They differ in the number of questions|itical views as independent. The standard procedure
the testee had to answer, the number of distinguishegy the testee classification based on questionnaire gesult
categories and the resolution of the test, i.e. the ability t refers to frequency of selected answer options. If the
distinguish the categories based on the answers. Thisstee gives more statements reflecting the conservative
number of solved questionnaires is different in each casepoint of view, he/she is assigned to the republican
therefore the presented results are relative to the size dfategory. On the other hand, selection of more statements
the set. The aim of the classification depends on thgeflecting the liberal point of view leads to the assignment

as sensitivity or specificity) are not used, leaving the|ean towards any of the two mentioned category, the
accuracy as the main quality measure. Because thgsstee is labeled as independent.

obtained results depend on the interpretation method,
standard approaches to analyze the questionnaire in each
domain are also briefly discussed. 6.3 Psychology

where m stands for number of items in the
guestionnaire anglk stand for distribution of answers
to item j obtained in testee group Greater values of

J suggest pattern categories that are relatively easy t
distinguish.

i This dataset comes from the validation study of the
6.1 Education Depression Questionnair@q] conducted in 2012 on the
Polish population. The questionnaire consisted of 75
This dataset comes from an international study onitems with answers given on 1 to 4 Likert type scale
fourth-grade students’ literacy achievements (PIRLS -(higher values suggest depression). This dataset includes
Progress in International Reading Literacy Stddyfjhe

2 dataset available online:
1 dataset available online: http://timssandpirls.bc.gills2011/  http://www.pewresearch.org/packages/political-gation/
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two major types of testees: people with clinically 8.1 Dataset complexity
diagnosed depressiolN (= 116) and healthy individuals
(N =518). Answers for questionnaire items were treatedThe analyzed datasets differ regarding the questionnaire
as predictors while mental health condition was used fOﬂength’ available response options and number of
the classification. The Depression Questionnaire aparg|assification groups. Therefore, two measures of dataset
from total score diStinguiSheS five SDECiﬁC ScaleSComp|exity were used (See: Secnm for the more
reflecting different depression componeri6|[ Because  detailed comparison. Computations were conducted using
this paper serves as an application example of proposegmdistand base packages. The proposed analysis allows
methodology in psychological testing, only the total scorefor estimating, how easy it is to distinguish between two
was used in further computations. The standard procedurgsstee categories within the dataset. Secondly, it enables
for testee classification based on questionnaire resulfo compare different datasets regarding their complexity.
requires using a cutoff point. Testees who obtain totalin all questionnaires the extreme categories (the most
score higher than the cutoff, are classified as sufferingjistant from each other) have the greatest differences. The
from depression. data complexity analysis shows how subsequent data sets
are difficult to classify. The particular categories may be

] hardly distinguishable based on the responses given by

7 Experimental procedure the testee. This may be caused by the incorrectly designed

) ) questionnaire, or the difficulties in selecting candidates
All three data sets (see: Sectidpwere used to verify the  for the tests. If the data set is difficult (discernibility

proposed methodology. In each experiment the relatioryetween categories is low), performance of any measure
between the following parameters and the classificationyay be poor, which does not mean they are useless. The

accuracy (measured a8l were verified: problem is within the data itself. Results in Table 1, 2 and
—the distance measure 3 show different angles for the particular categories in the
—the inclusion or exclusion of the envelope subsequent data sets. The angle between the pafigrns
—the number of distinguishable categories p2 of the analyzed testee categories ("healthy” and "ill”)

is not fully informative without the measures between the
The experimental procedure consists in the followingclosest and the farthest examples from the corresponding
three steps, repeated 100 times, according to the C\tategories, respectively. In the Depression data set both
procedure. This way the mean accuracy and the standarghtegories are relatively easy to separate, therefore the
deviation of results for the repeated experiments werejistance between the patternBméa) is close to the
obtained, representing the repeatability of outcomesdgistance between the closest examples from both groups
depending on the specific example selected to bothg..\). The same is for the extreme categories (one and
subsets. five) in the Education data set. All other categories will
1.Dividing the original data set into two subsets, usingP0S€ Some problems for the analysis. For instance, it is

the cross-validation procedure: learniikg énd testing Qifﬁcult to dis.tinguish between the category one .and two
(T) ones in the proportion 2:1. in the Education set, as the angle between them is close to

2.Creating the patterns representing each considere® and the distance between means is far from the distance

category and generating the envelopes for them. Thdetween the closest patterns belonging to these

shape and the coordinates of the pattern depend on thgAtegories. Similarly, the scalar product for people with
examples, from which they are calculated. ifferent political views (Table 2) suggests there is the
3.Using thé patterns (with envelopes, if needed) toSmall difference between Independent and other voters.

classify all examples from the testing s& To This is confirmed during the decision making about the

maximize the accuracy, various parameters had to b&€W examples to the categories, as only half of them is
tested to select the most promising values. classified correctly (see Section 6.2).

In the following subsections outcomes of the described
operations are presented. The simulations were conducted

using the R CRAN environment. Table 1: Scalar product between groups in Psychology dataset.
Healthy
Blllfll BIHLL\' Blll(’(lll
8 Results Bmin | 031
Depression | Bax 0.89
This section covers experimental results from the Bunean 0.31

application of the proposed methodology to the analysis

of questionnaire data sets described above. The

discussion covers the measurement of the dataset Table 4 presents the alternative approach to the data
complexity and accuracy of the classification provided bycomplexity assessment, using the EMD measure. Results
our architecture. are similar to the cosine distance. The threshpldas set

(© 2016 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

1266 M. Rafalak et al.: Analysis of questionnaire results using.

Table 2: Scalar product between groups in Sociology dataset (setp86.5).

Democrat Independent Republican
ﬁmin | ﬁmm’ 16”?6(?” an."H.H ﬁ”i(t\' ﬁmenn ﬁ]llfﬂ'! nBH'.’ﬂ\' ﬁfﬂé’ﬂl?
Democrat Bmin 0.32 0.16
,Bma X 0.69 0.92
Bunean 0.2 0.39
Independent | Bpin | 0.32 0.23
Binax 0.69 0.65
anean 0.2 0.19
Republican Bmin | 0.16 0.23
Bmax 0.92 0.65
Bmean 0.39 0.19
Table 3: Scalar product between groups in Education dataset (sego$8g.5).
One Two Three Four Five
BHHH | .Bmm’ ‘ .BHJC’GH .IBmm .BJH(U' ﬁme’an .IBfm'n lﬁmar .BHIC’GJ'! ﬁ}HHF .B}J!ﬂ.t’ leean .B}JH'H .BJH(I\’ ﬁme‘an
One | Bumin 0.2 042 0.38 0.45
Bmarx 0.35 0.62 0.48 0.8
Bmean 0.11 0.21 0.34 0.46
Two .Bmm 0.2 0.24 0.47 0.43
Binax 0.35 0.19 0.48 0.6
Bunean 0.11 0.1 0.28 0.32
Three min 0.42 0.24 0.3 0.33
Bmax 0.62 0.19 032 052
Brmean 0.21 0.1 0.13 0.23
Four | Buin 0.38 0.47 0.3 0.23
Bmax 0.48 048 032 052
.Bmmn 0.34 0.28 0.13 0.1
Five Bumin 0.45 0.43 0.33 0.23
max 0.8 0.6 0.52 0.52
.Bme:w 0.46 0.32 0.23

to the value depending on the number of availablecalculate the similarity measures between the analyzed
response optiong and values assign to particular answer examples from the testing set and the patterns of each
options. The values ap show, how many questions allow category. Two classification strategies are present here:
for distinguishing the selected categories in the paricul the maximum number of questions with responses closest
guestionnaire. Because the number of questions in eacto the particular category pattern ("item”) and the shdrtes
data set is different, the more informative is the relativedistance from the pattern ("sum”). The application of
ratio &, x,- As can be seen, again categories in theenvelope is determined ("YES” in the "Envelope” column
Depression data set are well distinguishable, as well a& included, "NO” otherwise). Values for the particular
democrats from republicans or five from one from the data sets represent the mean value of the relative accuracy
Sociology and Education sets respectively. The tendencyu) and the standard deviatioo) obtained in repeating

is especially well visible in the Education set, as thethe experiment 100 times. The "Education” set was tested
number of distinguishable questions decreases with théwice: for all categories and only for examples belonging
more similar categories (such as four and two, going toto two extreme categories to verify the distinguishability
zero for neighboring ones, such as four and three or ondetween the most distant classes. Values in bold font
and two). indicate the configurations producing the optimal results.
The proposed methodology was confronted against the
standard classification procedure, comparing the obtained
score with the threshold value and making the decision
based on the comparison result. The threshold value must

All presented computations were conducted usingbe usually adjusted to maximize the accuracy, which is

packages stats and base in R CRAN. The overall result§0t the case for our approach. Also, the obtained results
of the classification outcomes for various configurationsVeré compared to the random category assignment. The
of the proposed methodology are summarized in Table 5¢&tégories were assigned with the equal probability for

The Euclidean and Mahalanobis distance were used t&Ch category (‘random distribution”) and the subsequent

8.2 Classification accuracy
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Table 4: Data complexity assessment using EMD threshold approaeh $ectiorb.5)

Dataset Dataset Group Group g | O(ky, ko)
name details 1 2
m=75
Psychology| v=1,2,3,4 | Depression Healthy 54 0.72
¢=0.75
m=10 Democrat | Independent 0O 0
Sociology v=0,12 Democrat | Republican| 8 0.8
¢ =0.66 Independent| Republican | 0 0
Five Four 0 0
Five One 9 0.82
Five Three 1 0.09
Five Two 4 0.36
m=11 Four One 5 0.45
Education | v=1,2,34 Four Three 0 0
@=0.75 Four Two 4 0.36
One Three 4 0.36
One Two 0 0
Three Two 0 0

probabilities proportional to the frequency of categories(”l dont know”) is selected rarely, therefore it could be
in the set ("proportional distribution”). In both cases easily eliminated from the test.

results obtained with our methodology are better

(although sometimes slightly) than reference approaches.

In most cases introduction of the envelope allows for Bt e e wie e e se
maximizing the accuracy, proving its usefulness. The
Euclidean distance (where each question is equally
important) is better than its Mahalanobis counterpart. The
percentages of accuracies differ significantly between the
data sets, which can be explained by the number of
considered categories (as proves the Education dataset sel
analysis) and the difficulties in distinguishing between
them (see Section 6.1). In the former case the correct
classification percentage deteriorates with the number of
various classes (which was expected) from over 90 S
percent for only two categories to below thirty for five Harne
classes. The difficulty of assigning examples to the
particular pattern can be analyzed using their graphical s
representation, as shown in Figuge® 10. On thex-axis,
the question number are present with the distinguished
categories. The y-axis represents numbers of answers to
the questions in the questionnaire. For each question,
values for all categories are present. The vertical bar
represents the distribution of answers with the color
intensity proportional to the number of the specific
answers to the question. Black horizontal stripes
positioned in each bar are mean values. The best
separation of categories is visible in the Sociology set,
where three categories are distinguished (with the symbol
"D” for "Democrat”, "I" for "Independent” and "R” for
"Republican”), based on three envelope bars for each
question. The most important is the separation between The Education dataset is the most difficult, as it
the "D” and "R” categories. The mean values of answerscontains five categories to distinguish. However, proposed
are usually distant for these categories, which is alsomethodology also provides the acceptable separation.
confirmed by the distribution bars intensity. For instance,Figure 10 shows that in items 4-8 and item 11 the most
the answers for the first question is usually "3” for the popular response option in all of the analyzed groups is
Republican and "1” for the Democrat. The middle answer”1”. Items 3, 9 and 11 relatively well distinguish testee

|
|
i

answer oplions

answer options
N
N

<
~>>
=)

Fig. 8: lllustration of Sociology dataset.
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Table 5 Accuracy of analyzed methods

Dataset Sociolo Psycholo Education Education
ay Y 9y (5 categories) | (2 categories)
Distance measure Cliztstlefg;atgon Envelope| u[%] | 0[%] | u[%] | o[%] | u[%] | o[%] | u[%] | o[%]
Euclidean Item NO 0.47 | 0.009 | 0.9 0.023 | 0.12 | 0.011 | 0.90 | 0.031
Euclidean Sum NO 0.51 | 0.011| 0.89 | 0.020 | 0.23 | 0.013 | 0.92 | 0.021
Euclidean Item YES 0.47 | 0.011| 0.9 0.024 | 0.12 | 0.010 | 0.89 | 0.033
Euclidean Sum YES 0.52 | 0.009 | 0.88 | 0.026 | 0.29 | 0.016 | 0.93 | 0.021
Mahalanobis Item NO 0.47 | 0.011| 0.89 | 0.022 | 0.27 | 0.015| 0.89 | 0.032
Standard procedure Sum NO 0.42 | 0.024 | 0.42 | 0.054
Random (proportional distribution) NO 0.35 0.30 0.30 0.59
Random
(random distribution) NO 0.33 050 0.50 0.50
(a) (a) S o
O e e O T o e L e A e A selzs selss smles snfas pefes sefes eeles selss snlsp slss selsg
z ittty 2 T 1M [ITHHNE
& 2 w2 i HIH H
= [ 111 '“I [ N
1 1
Pt 20 kL e DRSNS ENAASS = o =, o = = o = =
(b) iterns (b) fHers
4 P E;) 4 — one
==
= ’r‘\‘ . A\ — e
N L ‘ a
2 - N —
? \ /——""'\
N
NN AN
1 1
Fe e S RSTRS eS ki e e e T S R A - - . P P o -
Fig. 9: lllustration of the Psychology dataset. Fig. 10: lllustration of Education dataset.

groups. As can be expected, to increase the classificatioproposed in this paper observed in psychological dataset
accuracy the number of categories should be decreasedre at first glance puzzling. The standard procedure
The question is whether all original five categories arerecommends using cutoff equal to 130 points testees
required, as the three (one, three and five) would beobtaining higher scores are classified as suffering from
sufficient to describe the variability in the ability to read depression. However2f] notes that the results obtained
among pupils of the primary schools. in the questionnaire strongly differ depending on age
adolescents tend to obtain significantly higher scores than
adults. Therefore using the cutoff point is recommended
9 Discussion and future work only for the adult population. In this case, questionnaire
constructors report 90 percent sensitivity and 87 percent
The proposed methodology improves testee classificatiospecificity R5]. The dataset used in this paper contained
accuracy. However, big discrepancies in classificationquestionnaire results from both adolescents (16-17 y/o;
accuracy between standard procedure recommended kY = 83) and adults (18-81 y/dyl = 436). It is suspected
the questionnaire constructors and the methodologyhat the dataset structure might have influenced accuracy
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score reported for standard procedure (see: Table 5)estees and detecting their subcategories. For this peirpos
However, it is worth stressing out that methodology results obtained by the testee in particular questionnaire
proposed in this paper led to nearly 90 percent accuracgcales (smaller subsets of items) can be analyzed and
in the testee classification irrespective of selected nggta interpreted.
metrics or classification strategy.

The introduction of envelopes (see: Sectiém)
improved the accuracy of testee classification. HoweverReferences
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may be that the distribution of testee answers in the[1] M. R. Novick, Journal of Mathematical Psychology 1-18
analyzed groups were not highly skewed. In normal (1966).
Gaussian distribution mean is equal to medi®h[ The [2] F. M. Lord, M. R. Novick, A. Birnbaum, Statistical thees
average absolute difference between mean and median in of mental test scores, Addison-Wesley, 1968.
the analyzed datasets was equal: 0.26 for the Psycholog{3! R- M. Groves, F.J. Fowler Jr, M.P. Couper, J.M. Lepkowski
0.40 for the Education and 0.63 for the Sociology dataset. E- Singer, R. Tourangeau, Survey methodology, Volume 561,
A shown in Table 1 the greatest improvement in _JohnWiley&Sons, 2011.
classification accuracy was observed for Education!S: E. Embretson, S.P. Reise, ltem response theory,
dataset while the weakest for Psychology dataset. This,, FSychology Press, Mahwah, 2011,

result confirms the assumbtion that areater improvemen 5] F.M. Lord, Applications of item response theory to piaat
u : umpt 9 Improv testing problems, Erlbaum, Mahwah, 1980.

in. (_;Ias_sification us.ing. envelopes is observed .for[6] D. Magis, Applied Psychological Measuremed¥, 304-315
distributions more differing from the normal Gaussian (2013).

distribution. Therefore, it can be concluded that the[7)p. Thissen, L. Steinberg, Psychometrlia 567-577 (1986).
|ntrod_uct|or] of enveIOQES s advantageogs IN[8] D. L. Altheide, C.J. Schneider, Qualitative media awsiy
questionnaire data analysis it can boost classification \olume38, Sage, 2012.

accuracy when questionnaire scores distribution is[9] D. Kelley-Winstead, New Directions in Education Resgar
skewed and does not deteriorate accuracy when the Using Data Mining Techniques to Explore Predictors of
distribution is normal. Furthermore, we postulate that Grade Retention, Doctoral dissertation, George Mason
proposed method for determining dataset complexity may University, 2010.
be treated as a measure of questionnaire quatly ( [10] M. Jekel, S. Fiedler, A. Glckner, Judgment and Decision
reflects discriminating power of whole questionnaire). Making6, 782-799 (2011).
Also, combined with the visualization methods presentedl] V. Levashenko, E. Zaitseva, K. Pancerz, J.Gomua, Fuzzy
in Figures8 - 10t can be useful for questionnaire users DEC.IS.IOI’I Tree Based Classification of Psychometric D.ata,
and questionnaire constructors. The former would treat it P0Sition paper, Federated Conference on Computer Science
as an indicator of questionnaire quality while making 2" Information Systems, 3741 (2014). .
decision about questionnaire purchase. The latter may+2l M- Bacauskiene, A. Verikas, A. Gelzinis, A. Vegiene fext
find it helpful in the process of questionnaire Systems with Application89, 5506-5512 (2012).

. . L ; . [13] G. P. Zhang, IEEE Transactions On Systems, man, and
construction. Knowing which items poorly d|ﬁgrent|ate Cybernetics30, 451-462 (2000).
analyzed groups, allows for replacing them with other, 14 A G. Di Nuovo, S. Di Nuovo, S.Buono, Artificial
more useful items. The proposed methodology allows for' jntelligence in medicin4, 135-145 (2012).
the interpretation of questionnaire results. Visual@ati [15]0. Mich, A. Burda, K. Pancerz, J. Gomula, Digital
methods from Figure8-10 enable the easy comparison  Technologies, 255-261 (2014).
between answers given by a testee and the frequendy6] M. M. Deza, E. Deza, Encyclopedia of distances, Springe
distributions obtained for the representatives of certain Berlin Heidelberg, 2009.
population (i.e. people suffering from depression or[17] P. C. Mahalanobis, Proceedings of the National Inttitaf
showing certain political preferences). Hence, it combine  Sciences, 49-55 (1936).
qualitative and quantitative approach in the questiomnair [18] Y. Rubner, C. Tomasi, L. Guibas, Proceedings ICCV, 5966
data analysis. The planned research includes examination (1998). o _
of how different threshold values for the data complexity [19135{;;26“’;;‘226 rl;t B\}VZ\cliasl\lfc:rltjlyw ?ﬁg;}g:nffgérﬁnzeg% 0
assessment procedur®)(change the results of data ! S . PN
complexity assessment. Additional distance metrics may?% R-S: Michalski, J.G. Carbonell, T.M. Mitchell, Mactein
also be tested and their efficiency compared to the ones '€2Ming: An artificial intelligence approach, Springerebce

. . L & Business Media, 2013.

presented in this paper. This includes both the teste

N . 1] P. Bilski S. Rabarijoely, Proceedings of AICS 2014, 2B-
classification and data complexity assessment. Anothe (2014).

interesting step in the methodology development may bg,21 3. vesanto and E. Alhoniemi, IEEE Transations on Neural
the introduction of fuzzy logic for the classification or ~ Networks,11, No. 3, 586-600 (2000).

modifying proposed methodology by including the [23] R. ward, Information Theory IEEE TransactioB§ 5773-
interaction between the results obtained by the testees in 5782 (2009).

different questionnaire scales.. We believe the approacip4] J.W. Dettman, Mathematical methods in physics and
described in this paper may be adapted for profiling engineering, Courier Corporation, 2013.

(© 2016 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

1270 %N S

M. Rafalak et al.: Analysis of questionnaire results using.

[25] E. Lojek, J. Stanczak, A. Wojcik, Kwestionariusz
do Pomiaru Depresji KPD test manual, Pracownia
Testow  Psychologicznych  Polskiego  Towarzystwa
Psychologicznego, Warsaw, 2015.

[26] E. Lojek, J. Stanczak, A. Wojcik, International
Neuropsychological Society (INS) Mid-year Meeting,
Jerusalem, 2014.

Maria Rafalak is
a PhD candidate at the

and BSc in computer science
and econometrics  from
the Warsaw University of Life
Sciences. In 2012 she was an intern at the University of
Cambridge psychometric center. Her scientific interests
focus on developing new algorithms for psychometric
purposes.

Piotr Bilski was born
in 1977 in Olsztyn, Poland.
He graduated from Warsaw
University of Technology,
Institute of Radioelectronics,
obtaining MSc degree
in 2001 (with honors), PhD
degree in 2006 (with honors)
and DSc degree in 2014.
Currently he is an Assistant
Professor in the Institute of
Radioelectronics, Warsaw University of Technology. His
main scientific interests include diagnostics of analog
systems, design and analysis of virtual instrumentation,
application of artificial intelligence and machine leagnin
methods to the environmental sciences. He is the member
of IEEE, IMEKO TC10 and POLSPAR and reviewer for
such journals like Measurement, IEEE Transactions on
Instrumentation and Measurement, Expert Systems with
Applications.

Adam Wierzbicki
received his Ph.D. degree
from the Warsaw University
of Technology and a
habilitation title from
the Institute of Systems
Research of the Polish
Academy  of  Sciences.
He is currently employed
at the Polish-Japanese
Institute  for  Information

Polish-Japanese  Academy Technology, where he has the position Full I?rofessqr gnd
of Information Technology of Vice-Dean of the Department of Informatics. He is in
in Warsaw. She has reached €xpert in Peer-to-Peer computing. His current research
a Msc in psychology from interests focus on squal mforrr.]au.cs, in particular orstru
the University of Warsaw management and fairness in distributed systems.

(@© 2016 NSP
Natural Sciences Publishing Cor.



	Introduction
	Existing methodology for the questionnaire analysis
	Overview of the proposed generic architecture
	Mathematical apparatus
	Detailed questionnaire data analysis operations
	Datasets description
	Experimental procedure
	Results
	Discussion and future work

