Scattered Data Interpolation based on Dual Reciprocity Boundary Element Method with Unknown Boundary Conditions
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Abstract: A numerical method based on Dual Reciprocity Boundary Element Method (DRBEM) has presented to interpolate two-dimensional data with arbitrary pattern. This method is performed without specific boundary conditions. It claimed that interpolation function is true on the Poisson equation with unknown source function. The source function is estimated by radial basis functions expansion. Finally, numerical sampling has conducted on some specific functions as primary functions and interpolation values of numerical sampling have compared to primary function values in order to evaluate accuracy and precision of the method.
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1 Introduction

Numerical methods today’s are used in many branches of science, engineering and technology as a high efficient method to simulate and solve practical problems. One of these methods is the interpolation method. Various methods have introduced for the interpolation of one-dimensional, two-dimensional and three-dimensional data with regular or non-regular configurations [1]. A numerical method is presented to interpolate two-dimensional data with arbitrary pattern. It assumed that interpolation function is valid in the Poisson equation with unknown source function. Source function has extended by radial basis functions (RBFs) [2,3,4,5,6] that will be unknown expansion coefficients. Then by using location of sampled points, a closed boundary created. After that, Green’s theorem is used to change the Poisson equation into integral equation and domain integral at integral equation changes to boundary equation by expansion of source function. Finally, the unknown coefficients of the expanded source function and unknown coefficients of boundary integral equation are calculated by conventional boundary element method. The results of interpolation with primary function values compared together and comparisons results are reported to evaluate the accuracy of the proposed method. Although an interpolation technique from scattered data with specific boundary conditions was presented by reference [7], the current method is performed without specific boundary conditions where is very applicable in practical problems.

2 Numerical method

It assumed that sampling has done at N points with \(X_k = (x_k, y_k)\) coordinates, \(k \in \{1,\ldots,N\}\), from \(\bar{U}(X)\) quantity as a primary function. The sampled data is shown with \(U_k = \bar{U}(X_k)\). Interpolation function of \(U(X)\) that is an approximation from the primary function, \(\bar{U}(X)\), is considered that satisfy the following differential equation:

\[
\nabla^2 U(X) = Q(X) \tag{1}
\]

It must be notify that in equation (1) as well as the \(U(X)\), \(Q(X)\) function is also unknown. In this equation \(Q(X)\) plays the source role. \(U(X)\) function will be able to calculate if \(Q(X)\) function and appropriate boundary condition on the boundary of sampling area are known [8]. In the following, the source function will approximate by RBFs. Hence, the equation (1) converts to
the appropriate integral equation and solve this integral equation by boundary element method. At first, with regard to the location of sampling points \( \{ X_i \} \), by connecting the outer points together, the boundary of area is formed. The closed boundary (connection of points to each other) shows with \( \Gamma \) and the surrounded area by the boundary is shown with \( \Omega \). The figure of \( \Gamma \) boundary and \( \Omega \) domain is not particular and different type of figures can shape the domain but it must be notify that finally interpolation function is only estimated in the domain of the formed boundary. Two types of the formed boundaries and domains by a similar set of sampling points are shown in Fig. 1. The differential equation (1) converts into the integral equation after formation of \( \Gamma \) boundary and \( \Omega \) domain. The second form of Green’s theorem is used for this conversion as follows:

\[
\int_\Omega \psi(X) \nabla^2 \phi(X) - \phi(X) \nabla^2 \psi(X) \, d\Omega = \int_\Gamma \psi(X) \frac{\partial \phi(X)}{\partial n} - \phi(X) \frac{\partial \psi(X)}{\partial n} \, d\Gamma
\]

The two functions of \( \psi(X) \) and \( \phi(X) \) are arbitrary scalar functions and \( \partial / \partial n \) shows normal derivative of considered quantities that is defined as follows:

\[
\partial (\cdot) / \partial n = \hat{n} \cdot \nabla (\cdot)
\]

where \( \hat{n} \) is normal vector perpendicular to the \( \Gamma \) boundary and is considered outward to \( \Omega \) domain. Green equation corresponding to equation (1) is expressed as follows:

\[
\nabla^2 G(X, X') = -\delta(X - X')
\]

where \( G(X, X') \) is Green function and \( \delta(X - X') \) is the Dirac delta function. In this method, there is no restriction to choose Green function. Therefore, with regard to the problem that is a two or three dimensional problem, the simplest Green function will be selected. In two-dimensional problems, Green function is considered as \( G(X, X') = -\ln |X - X'| / 2\pi \). Equation (2) is rewritten for the functions \( \psi(X) = G(X, X') \) and \( \phi(X) = U(X) \) as follows:

\[
\int_\Omega G(X, X') \nabla^2 U(X) - U(X) \nabla^2 G(X, X') \, d\Omega =
\int_\Gamma G(X, X') \frac{\partial U(X)}{\partial n} - U(X) \frac{\partial G(X, X')}{\partial n} \, d\Gamma
\]

By substitution equations (1) and (4) in equation (5) it drives:

\[
\int_\Omega G(X, X') Q(X) + U(X) \delta(X - X') \, d\Omega =
\int_\Gamma G(X, X') \frac{\partial U(X)}{\partial n} - U(X) \frac{\partial G(X, X')}{\partial n} \, d\Gamma
\]

The second term of the left hand side of equation (6) is calculated as follows:

\[
\int_\Omega U(X) \delta(X - X') \, d\Omega = C(X’) U(X’)
\]

The coefficient \( C(X') \) for the inner and outer regions of the \( \Gamma \) boundary is equal to:

\[
C(X') = \begin{cases} 1 & X' \in \Omega \text{ and } X' \notin \Gamma \\ 0 & X' \notin \Omega \text{ and } X' \notin \Gamma \end{cases}
\]

If \( X' \) locates on the \( \Gamma \) boundary, \( C(X') \) can be obtained from the following equation:

\[
C(X') = -\oint_{\partial \Gamma} \frac{\partial G(X, X')}{\partial n} \, d\Gamma, \quad X' \in \Gamma
\]

Since in the equation (9) \( X' \in \Gamma \), so the integral in the point \( X = X' \) will be singular, therefore, it’s Cauchy Principal Value (CPV) needs to be calculated. Introducing Eq. (7) in Eq. (6) gives:

\[
C(X') U(X') = -\oint_{\partial \Gamma} G(X, X') \frac{\partial U(X)}{\partial n} - U(X) \frac{\partial G(X, X')}{\partial n} \, d\Gamma + \int_\Omega G(X, X') Q(X) \, d\Omega
\]

Each integrals of equation (10) can be shown as follows:

\[
I_\Omega(X') = \int_\Omega G(X, X') Q(X) \, d\Omega
\]

\[
I_{\partial \Omega}(X') = \oint_{\partial \Omega} G(X, X') \frac{\partial U(X)}{\partial n} \, d\Gamma
\]

\[
I_{\partial \Gamma}(X') = \oint_{\partial \Gamma} \frac{\partial G(X, X')}{\partial n} \, d\Gamma
\]

By considering the integral equation (10), if \( Q(X) \) is known in the \( \Omega \) domain, also \( U(X) \) and \( \partial U(X) / \partial n \) are known on the \( \Gamma \) boundary, value of \( U(X') \) will be able to calculate at any arbitrary point in the \( \Omega \) domain. As a result, \( Q(X) \) at the domain of \( \Omega \), also \( U(X) \) and \( \partial U(X) / \partial n \) on the \( \Gamma \) boundary must be estimate. In the following, a numerical method to calculate these functions based on DRBEM will provide.

Fig. 1. The formation of two different boundaries with a uniform set of sample points.
3 Domain integral

The expressed integral in the equation (11) must be performed on total considered domain. There will be two problems in numerical calculation of this integral if assume that $Q(X)$ is known. First, $\Omega$ domain typically has irregular shape. Secondly, if the observing point $X'$ is selected in the $\Omega$ domain, the integral will be singular. In order to solve these two problems, the integral will be converted to boundary integral by expansion of $Q(X)$ function based on radial basis functions. This expansion is expressed as follows [9,10]:

$$Q(X) = \sum_{k=1}^{N} \alpha_k Q_{k}^{(m)}(X,X_k)$$  (14)

where $Q_{k}^{(m)}(X,X_k)$ is a $m$ order polynomial of $R_k$ as follows:

$$Q_{k}^{(m)}(X,X_k) = \sum_{l=0}^{m} R^l_k \cdot \frac{R^{m+2}_k}{(m+2)!}$$  (15)

In this equation, $X_k$ shows the location of the sampling points and summation of the equation (14) is carried out on all these points. Coefficients of $\alpha_k$ in equation (14) are unknown. In addition, it can be seen that the functions of $Q_{k}^{(m)}(R_k)$ play role of source in the following differential equation:

$$\nabla^2 U_{k}^{(m)}(R_k) = Q_{k}^{(m)}(R_k)$$  (16)

$$U_{k}^{(m)}(R_k) = \frac{R^2_k}{2^2} + \frac{R^3_k}{3^2} + \ldots + \frac{R^{m+2}_k}{(m+2)^2}$$  (17)

Using equations (14) and (16), integral (11) change to the following form:

$$I_\Omega (X') = \sum_{k=1}^{N} \alpha_k \int_\Omega G(X,X') \nabla^2 U_{k}^{(m)}(R_k) d\Omega$$  (18)

The domain integral in the equation (18) can be changed to boundary integral by using again the second form of Green’s theorem:

$$\int_\Omega G(X,X') \nabla^2 U_{k}^{(m)}(R_k) d\Omega = - C (X') U_{k}^{(m)}(R'_k) +$$

$$\int_\Gamma G(X,X') \frac{\partial U_{k}^{(m)}(R_k)}{\partial n} - U_{k}^{(m)}(R_k) \frac{\partial G(X,X')}{\partial n} d\Gamma$$  (19)

where $R'_k = |X' - X_k|$. By putting equation (19) in equation (18) it can be derived that:

$$I_\Omega (X') = \sum_{k=1}^{N} \alpha_k F_k (X')$$  (20)
where:

\[ F_k (X') = -C (X') U_k^{(m)} (R_k') + \oint G (X, X') \frac{\partial U_k^{(m)} (R_k)}{\partial n} - U_k^{(m)} (R_k) \frac{\partial G (X, X')}{\partial n} d\Gamma \] (21)

It can be seen that \( F_k (X') \) for each arbitrary point of \( X' \) in the domain of \( \Omega \) can be calculated, and the regional integral (11) is converted into a series of boundary integrals.

### 4 Boundary integrals

At first, the \( \Gamma \) boundary is griding in order to calculate the boundary integrals in equations (12) and (13). Boundary element with index \( i \) is consider as connecting line between any two points of the set of sampling points that are located on the \( \Gamma \) boundary. As a result, the boundary integrals (12) and (13) are converted into the summation of integrals over each boundary element:

\[ I_{1\Gamma} (X') = \sum_{i=1}^{N_b} \int_{\Gamma_i} G (X, X') \frac{\partial U (X)}{\partial n} d\Gamma \] (22)

\[ I_{2\Gamma} (X') = \sum_{i=1}^{N_b} \int_{\Gamma_i} U (X) \frac{\partial G (X, X')}{\partial n} d\Gamma \] (23)

where \( N_b \) expresses the number of boundary elements. Function of \( U (X) \) on the \( \Gamma_i \) boundary element can be approximated as the following:

\[ U (X)|_{\Gamma_i} \approx \frac{1 - \alpha}{2} U_{i-1} + \frac{1 + \alpha}{2} U_i \] (24)

Parameter of \( \alpha \) varies in the range of \([-1, 1]\) and parametric equation of \( \Gamma_i \) boundary element can be expressed by \( \alpha \) as the following:

\[ x (\alpha)|_{\Gamma_i} \approx \frac{1 - \alpha}{2} x_{i-1} + \frac{1 + \alpha}{2} x_i \] (25)

\[ y (\alpha)|_{\Gamma_i} \approx \frac{1 - \alpha}{2} y_{i-1} + \frac{1 + \alpha}{2} y_i \] (26)

According to the relations (25), and (26), it can be derived that:

\[ d\Gamma = \sqrt{(dx)^2 + (dy)^2} = \frac{L_i}{2} d\alpha \] (27)

where \( L_i \) is the length of the \( \Gamma_i \) boundary element. By using the equations (24), (25), (26) and (27), \( I_{2\Gamma} (X') \) can be calculated. To calculate each of the integrals of equation (22), some points (except starting and ending points) is selected as nodes on the element of \( \Gamma_i \). With regard to number of selected nodes on the element, function of \( \partial U (X) / \partial n \) can be estimated. In this study, linear elements approximation is used. In this approximation, 2 nodes are considered on each element.

The coordinates of the nodes are shown with \( X_i^{(1)} \) and \( X_i^{(2)} \). The values of \( \partial U (X_i^{(1)}) / \partial n \) and \( \partial U (X_i^{(2)}) / \partial n \) are represented with \( q_i^{(1)} \) and \( q_i^{(2)} \), respectively. In the linear elements approximation, \( \partial U (X) / \partial n \) is expressed as follows (8):

\[ \partial U (X)|_{\Gamma_i} = W_1 (\alpha) q_i^{(1)} + W_2 (\alpha) q_i^{(2)} \] (28)

where weighting functions of \( W_1 (\alpha) \) and \( W_2 (\alpha) \) are linear functions that their functional shape are specified with respect to the location of the \( X_i^{(1)} \) and \( X_i^{(2)} \) nodes.

For example, by choosing nodes at locations of 1/4 and 3/4 lengths of each element, these functions are expressed as follows:

\[ W_1 (\alpha) = \frac{1 - 2\alpha}{2} \] (29)

\[ W_2 (\alpha) = \frac{1 + 2\alpha}{2} \] (30)

By putting the equations (25), (26), (27) and (28) in equation (22) it derives that:

\[ I_{1\Gamma} (X') = \sum_{i=1}^{N_b} \int_{\Gamma_i} G (X, X') \frac{\partial U (X)}{\partial n} d\Gamma \]

\[ \left\{ W_1 (\alpha) q_i^{(1)} + W_2 (\alpha) q_i^{(2)} \right\} L_i d\alpha \] (31)

This equation can be arranged as follows:

\[ I_{1\Gamma} (X') = \sum_{i=1}^{N_b} A_i^{(1)} (X') q_i^{(1)} + A_i^{(2)} (X') q_i^{(2)} \] (32)

where:

\[ A_i^{(1,2)} (X') = \int_{\Gamma_i} G (X, X') W_{i,2} (\alpha) \frac{L_i}{2} d\alpha \] (33)

### 5 Solving the integral equation

By putting the equations (20), (23) and (32) in equation (10) it derives that:

\[ C (X') U (X') = -I_{2\Gamma} (X') - \sum_{k=1}^{N} \alpha_k F_k (X') + \sum_{i=1}^{N_b} A_i^{(1)} (X') q_i^{(1)} + A_i^{(2)} (X') q_i^{(2)} \] (34)

where the coefficients of \( \alpha_k, q_i^{(1)} \) and \( q_i^{(2)} \) are unknown. By selecting of observation point \( X' \) on each sampling
points of $X_{k'}^i$ and node points of $X_{0}^{(1)}$ and $X_{0}^{(2)}$, equation (34) is changed to an algebraic system of equations. Consequently, an algebraic system of equations with $N + 2N_B$ is obtained:

$$
- \frac{N}{k=1} \alpha_k F_k (X_{k'}) + \sum_{i=1}^{N_B} A_i^{(1)} (X_{k'}) q_i^{(1)} + A_i^{(2)} (X_{k'}) q_i^{(2)} = C (X_{k'}) U (X_{k'}) + I_{2T} (X_{k'})
$$

(35)

$$
- \frac{N}{k=1} \alpha_k F_k (X_{k'}^j) + \sum_{i=1}^{N_B} A_i^{(1)} (X_{k'}^{(1)}) q_i^{(1)} + A_i^{(2)} (X_{k'}^{(1)}) q_i^{(2)} = C (X_{k'}^{(1)}) U (X_{k'}^{(1)}) + I_{2T} (X_{k'}^{(1)})
$$

(36)

$$
- \frac{N}{k=1} \alpha_k F_k (X_{k'}^{(2)}) + \sum_{i=1}^{N_B} A_i^{(1)} (X_{k'}^{(2)}) q_i^{(1)} + A_i^{(2)} (X_{k'}^{(2)}) q_i^{(2)} = C (X_{k'}^{(2)}) U (X_{k'}^{(2)}) + I_{2T} (X_{k'}^{(2)})
$$

(37)

where $k' \in \{1, ..., N\}$ and $i' \in \{1, ..., N_B\}$. By solving this system, the coefficients of $\alpha_k$, $q_i^{(1)}$ and $q_i^{(2)}$ can be obtained. By using these coefficients in equation (34), value of $U (X')$ can be calculated at any arbitrary point within a specific area.

### 6 Numerical result analysis

In order to evaluate the precision and accuracy of the presented method in this paper, numerical sampling from some specific functions has done and by using the sampling data, interpolation has done. Then, in more than 1000 points, the interpolation values compared with the primary function values. For this comparison, the following parameters were calculated:

$$
AVG = \frac{1}{N_T} \frac{1}{N_T} \sum_{j=1}^{N_T} | \hat{U} (X_j) |
$$

$$
ERR = \frac{1}{N_T} \left( \sum_{j=1}^{N_T} | \hat{U} (X_j) - U (X_j) | \right)
$$

$$
RMSE = \sqrt{ \frac{1}{N_T} \sum_{j=1}^{N_T} ( \hat{U} (X_j) - U (X_j))^2 }
$$

### Table 1: Interpolation by primary function of $\sin(x)\sin(y)$ for different values of $m$.

<table>
<thead>
<tr>
<th>M</th>
<th>AVG</th>
<th>ERR</th>
<th>RMSE</th>
<th>R-RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.202</td>
<td>1.545e-3</td>
<td>2.610e-3</td>
<td>1.290</td>
</tr>
<tr>
<td>2</td>
<td>0.202</td>
<td>1.407e-3</td>
<td>2.916e-3</td>
<td>1.441</td>
</tr>
<tr>
<td>3</td>
<td>0.202</td>
<td>1.200e-3</td>
<td>2.330e-3</td>
<td>1.152</td>
</tr>
<tr>
<td>4</td>
<td>0.202</td>
<td>1.381e-3</td>
<td>2.702e-3</td>
<td>1.336</td>
</tr>
<tr>
<td>5</td>
<td>0.202</td>
<td>1.481e-3</td>
<td>2.667e-3</td>
<td>1.318</td>
</tr>
<tr>
<td>6</td>
<td>0.202</td>
<td>1.506e-3</td>
<td>2.708e-3</td>
<td>1.338</td>
</tr>
<tr>
<td>7</td>
<td>0.202</td>
<td>1.434e-3</td>
<td>2.989e-3</td>
<td>1.478</td>
</tr>
<tr>
<td>8</td>
<td>0.202</td>
<td>1.975e-3</td>
<td>4.401e-3</td>
<td>2.175</td>
</tr>
<tr>
<td>9</td>
<td>0.202</td>
<td>2.631e-3</td>
<td>6.228e-3</td>
<td>3.078</td>
</tr>
</tbody>
</table>

### Table 2: Interpolation by primary function of $x^2 + y^2$ for different values of $m$.

<table>
<thead>
<tr>
<th>M</th>
<th>AVG</th>
<th>ERR</th>
<th>RMSE</th>
<th>R-RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.633</td>
<td>0.032</td>
<td>0.042</td>
<td>6.634</td>
</tr>
<tr>
<td>2</td>
<td>0.633</td>
<td>0.034</td>
<td>0.044</td>
<td>6.990</td>
</tr>
<tr>
<td>3</td>
<td>0.633</td>
<td>0.048</td>
<td>0.063</td>
<td>9.886</td>
</tr>
<tr>
<td>4</td>
<td>0.633</td>
<td>0.061</td>
<td>0.082</td>
<td>12.885</td>
</tr>
<tr>
<td>5</td>
<td>0.633</td>
<td>0.028</td>
<td>0.04</td>
<td>6.339</td>
</tr>
<tr>
<td>6</td>
<td>0.633</td>
<td>0.019</td>
<td>0.035</td>
<td>5.594</td>
</tr>
<tr>
<td>7</td>
<td>0.633</td>
<td>0.023</td>
<td>0.043</td>
<td>6.724</td>
</tr>
<tr>
<td>8</td>
<td>0.633</td>
<td>0.017</td>
<td>0.037</td>
<td>5.781</td>
</tr>
<tr>
<td>9</td>
<td>0.633</td>
<td>0.207</td>
<td>0.251</td>
<td>39.669</td>
</tr>
</tbody>
</table>

$$
R - RMSE = \frac{RMSE}{AVG} \times 100
$$

where $X_j$ is location of estimated points and $N_T$ is the number of these points. These quantities express the mean absolute of primary function at the estimated points, mean absolute error of interpolation function to the primary function, root mean square error, and its percentage, respectively. At the first problem, from the function of $\hat{U} (X) = \sin(x) \sin(y)$ sampling has done in $N = 7 \times 7$ points with square pattern in the interval $x \in [-1,1]$ and $y \in [-1,1]$ (Figure 2-b). 24 points ($N_B = 24$) from the total points are located on the boundary and 25 points ($N - N_B = 25$) of them are located inside the boundaries. Results of interpolation for different values of $m$ (polynomial order of the expansion $Q (X)$ in equation 14) are given in Table 1. According to Table 1, it can be observed that the values of mentioned quantities experience a lot of variation relative to the parameter $m$. In addition, the differences of the interpolation function is very small compared to the primary function and the best interpolation is performed at $m = 3$. At all estimation points, interpolation is done by inverse optimal distance method according to the following equation:

$$
U (X) = \left( \sum_{k=1}^{N} U_k d_k^{-\beta} \right) / \left( \sum_{k=1}^{N} d_k^{-\beta} \right)
$$

The following results obtained from comparison of the interpolation values with primary function values at
Table 3: Interpolation by primary function of $x^2 - y^2$ for different values of $m$.

<table>
<thead>
<tr>
<th>M</th>
<th>AVG</th>
<th>ERR</th>
<th>RMSE</th>
<th>R-RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.316</td>
<td>7.739e-3</td>
<td>9.758e-3</td>
<td>3.087</td>
</tr>
<tr>
<td>2</td>
<td>0.316</td>
<td>0.013</td>
<td>0.017</td>
<td>5.254</td>
</tr>
<tr>
<td>3</td>
<td>0.316</td>
<td>0.035</td>
<td>0.047</td>
<td>14.892</td>
</tr>
<tr>
<td>4</td>
<td>0.316</td>
<td>4.954e-3</td>
<td>9.48e-3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>0.316</td>
<td>4.043e-3</td>
<td>6.563e-3</td>
<td>2.077</td>
</tr>
<tr>
<td>6</td>
<td>0.316</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>7</td>
<td>0.316</td>
<td>3.929e-3</td>
<td>6.481e-3</td>
<td>2.051</td>
</tr>
<tr>
<td>8</td>
<td>0.316</td>
<td>0.015</td>
<td>0.016</td>
<td>5.197</td>
</tr>
<tr>
<td>9</td>
<td>0.316</td>
<td>0.075</td>
<td>0.097</td>
<td>30.773</td>
</tr>
</tbody>
</table>

Table 4: Interpolation by primary function of $\sin(2x)\cos(3y)$ for different values of $m$.

<table>
<thead>
<tr>
<th>M</th>
<th>AVG</th>
<th>ERR</th>
<th>RMSE</th>
<th>R-RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.429</td>
<td>0.049</td>
<td>0.077</td>
<td>17.941</td>
</tr>
<tr>
<td>2</td>
<td>0.429</td>
<td>0.045</td>
<td>0.068</td>
<td>15.908</td>
</tr>
<tr>
<td>3</td>
<td>0.429</td>
<td>0.031</td>
<td>0.048</td>
<td>11.204</td>
</tr>
<tr>
<td>4</td>
<td>0.429</td>
<td>0.033</td>
<td>0.049</td>
<td>11.521</td>
</tr>
<tr>
<td>5</td>
<td>0.429</td>
<td>0.023</td>
<td>0.036</td>
<td>8.349</td>
</tr>
<tr>
<td>6</td>
<td>0.429</td>
<td>0.029</td>
<td>0.045</td>
<td>10.518</td>
</tr>
<tr>
<td>7</td>
<td>0.429</td>
<td>0.019</td>
<td>0.033</td>
<td>7.588</td>
</tr>
<tr>
<td>8</td>
<td>0.429</td>
<td>0.074</td>
<td>0.151</td>
<td>35.247</td>
</tr>
<tr>
<td>9</td>
<td>0.429</td>
<td>0.019</td>
<td>0.027</td>
<td>6.2</td>
</tr>
</tbody>
</table>

Table 5: Interpolation by different primary functions, with optimal values of $m$ for different sampling point arrangements. A: $\sin(2x)\cos(3y)$, B: $\exp(-4(x^2+y^2))$, C: $\sin^2(2x)\exp(-4(x^2+y^2))$.

<table>
<thead>
<tr>
<th>Function</th>
<th>N</th>
<th>AVG</th>
<th>ERR</th>
<th>RMSE</th>
<th>R-RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>49</td>
<td>0.429</td>
<td>0.019</td>
<td>6.2</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>91</td>
<td>0.385</td>
<td>6.052e-3</td>
<td>3.07</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>106</td>
<td>0.395</td>
<td>8.318e-3</td>
<td>3.989</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>41</td>
<td>0.303</td>
<td>4.052e-3</td>
<td>1.79</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>60</td>
<td>0.269</td>
<td>8.756e-3</td>
<td>4.734</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>106</td>
<td>0.241</td>
<td>6.387e-4</td>
<td>0.452</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>41</td>
<td>0.407</td>
<td>0.027</td>
<td>6.88</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>49</td>
<td>0.468</td>
<td>0.022</td>
<td>6.88</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>91</td>
<td>0.538</td>
<td>5.387e-3</td>
<td>2.241</td>
<td></td>
</tr>
</tbody>
</table>

$\beta = 3$: $ERR = 0.024$, $RMSE = 0.03$, $R – RMSE = 14.855$. By comparing these results with the results of Table 1 it can be seen that in this problem, interpolation by this method is more accurate than inverse distance method. In the following, sampling is performed on three functions of $U_1(x) = x^2 + y^2$, $U_2(x) = x^2 - y^2$ and $U_3(x) = \sin(2x)\cos(3y)$ as primary functions at specified locations shown in Fig. (2-a). Then, interpolation is carried out based on this method for different values of $m$ and the primary function values are compared with the calculated values (Tables 2, 3 and 4). The best values of interpolation for functions $U_1$, $U_2$ and $U_3$ are carried at $m = 6$, $m = 7$ and $m = 9$, respectively. In many two-dimensional interpolation problems, location of sampling points is sparse. One of the advantages of this method is that the regular or scattered location of the sampling points is not important in the interpolation process. Furthermore, in this method after solving equations system (35), (36) and (37) it is reachable to calculate value of interpolation function at any arbitrary points in the area of interest according to equation (34). Continuity of the interpolation function is another advantage of this method. In addition, it is obvious according to equation (34), interpolation function and its partial derivatives are continuous in whole of the domain. To further investigate the results of this method, interpolation has done with the primary functions and different points sampling patterns. Two regular arrangements with 49 and 91 points and three non-regular patterns with 41, 60 and 106 points are considered (Fig. 2). The primary functions and applied arrangement type in the sampling are described in Table (5). In all cases, the interpolation is carried out for different values of $m$ from 1 to 9 and the optimal value of this parameter for each interpolation is reported in Table (5). It observed that with variation of primary function and pattern of sampling points, optimal value of the parameter has changed. By comparing of second and third lines of this table, it can be seen that however in the 106 points arrangement, there is large number of points but at the 91 points arrangement there is better result due to regularity of location of points. In addition, with regard to Fig. 2 and comparison of fourth and fifth lines, it is clear that result of interpolation from 41 points arrangement is better than 60 points arrangement due to asymmetric distribution of points in 60 points arrangement. Regular arrangement of sampling points at two last lines is selected and it shows there is a better interpolation due to increase number of points. Besides, Table (6) shows the results of three other interpolation methods, i.e., Inverse Distance Method, Nearest Neighbor Method, and Moving Average Method, for some of the mentioned primary functions in Table (5). Comparison of these Tables (Table 5 and Table 6)
demonstrates that the current interpolation method, i.e, Dual Reciprocity Boundary Element Method, has better results based on R-RMSE parameter.

7 Conclusions

A numerical method based on Dual Reciprocity Boundary Element Method (DRBEM) has presented to interpolate scattered data with arbitrary pattern. Numerical sampling has conducted on some specific functions as primary functions and interpolation values of numerical sampling have compared to primary function values to evaluate accuracy and precision of the method. In some cases, the results of other interpolation methods are compared with this method. However, one of the advantages of this method is that there is no difference in calculation method of data with regular or non-regular arrangement. It is important to mention that as much as sampling done better, the accuracy of interpolation will increase. Another advantage of this method is that interpolation is done without need to any specific boundary condition. Moreover, due to the fact that this method is based on the boundary integral equations, everyone can attain his/her purpose in a very short time using personal computers.
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