An Image Encryption Scheme based on Nonlinear Chaotic Algorithm and Substitution Box Transformation
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Abstract: In this paper, we have presented an image encryption algorithm based on chaotic shuffling map and S-box transformation. We test the proposed algorithm with some well-known security analysis such as correlation analysis, UACI analysis, histogram analysis, information entropy analysis and NPCR analysis and come to close that the proposed algorithm fulfils these criterion with optimal values.
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1 Introduction

It has always been man’s desire to keep information secret and hidden from other people. Even kids use cipher to communicate with each other to keep it away from their parents or teachers. There are many examples in the past where people tried to hide information from the opponents using various methods. Emperors and Military officials passed on information to their forces with the help of basic encoding techniques to make it sure that military information is not leaked.

With the evolution of society, it is the need of the hour to use refined techniques to keep data secure. At the present time, the information era has made it imperative to make data as secure as possible. The information age has connected the world a global village. With the increase in the demand for information and electronic services, we have become more dependent on electronic systems. Nowadays, online transactions, online banking and exchange of debit or credit card numbers have become part of our everyday life. Along with this, protection of data and electronic systems is pivotal to our living.

Cryptography is an art of protecting information. The subject of cryptography has three different titles that are 1) Cryptology, 2) Cryptography and 3) Cryptanalysis. Though these terms are used interchangeably, yet cryptography is a blanket term for the investigation over insecure channels and associated complications and problems. Cryptography is the procedure of creating systems to achieve this purpose. On the other hand, cryptanalysis is about breaking such systems. Obviously, it is not possible to do cryptanalysis or cryptography without having thorough knowledge of both disciplines.

In [1–15] different chaotic cryptographic image, encryption and S-box construction techniques are presented. Chaotic Image encryption is a branch of cryptography in which we encrypt image data with the help of cryptographic tools based on chaos theory. With the rapid development of computer technology, protection of digital images against illegal copying and distribution has become more and more important. Utilizing the merits of chaos-system to protect image security is a research hot point [16–20]. The chaos-based image encryption algorithm in Refs. [16, 19, 20] includes two phases: First, the pixel positions of the original image are permuted. Then the gray values of the permuted image are encrypted by a chaotic system. The algorithms have lots of merits, such as the sensitivity to the secret keys and the large key space. However, there are some flaws, such as never permuted (0, 0) pixel, the solely dependence of key stream on the initial conditions of chaotic system in the second phase, and the two phases are independent each other. So we can get the correct
histogram with the correct hyper-chaos keys in the second phase, which is easy to attack by statistical analysis.

To overcome these drawbacks, a new scheme is presented for image encryption. Shuffling the positions and S-box transformation are performed simultaneously in our approach. The rest of this study is organized as follows. Section 2 describes the proposed scheme. Section 3 presents our experiments and security analyses and finally this study is concluded in Sec. 4.

2 Shuffled by Nonlinear Chaotic Algorithm

Image data have strong correlations among adjacent pixels. In order to disturb the high correlation among pixels, we adopt NCA to shuffle the pixel positions of the plain image. Without loss of generality, we assume the dimension of the plain image is $N \times N$. The NCA is defined as [21].

$$x_{n+1} = (1 - \beta^{(-4)})tg(\alpha((1 - \beta^{(-4)})tg(\alpha x_n)(1 - x_n)^\beta))$$
$$\times (1 - ((1 - \beta^{(-4)})tg(\alpha x_n)(1 - x_n)^\beta))^{\beta} \tag{1}$$

Where $x_n \in (0, 1), \alpha \in (0, 1.4), \beta \in (5, 43), \text{or}$
$$x_n \in (0, 1), \alpha \in (1.4, 1.5), \beta \in (9, 38), \text{or}$$
$$x_n \in (0, 1), \alpha \in (1.5, 1.57), \beta \in (3, 15).$$

This map can apply more large key space than Logistic map. For more information about the system, please see relative Ref. [21]. The procedure of shuffling map by nonlinear chaotic algorithm is described as follows:

**Step 1** From left to right and top to bottom, we transform two-dimensional image to one-dimensional set $P^1(i), i = 1, 2, ..., N \times N$.

**Step 2** Starting from certain initial condition $x_0$ and parameters $\alpha, \beta$. After iterated $K$ times, we continue to iterate the above $N \times N$ times and obtain chaotic sequence $X = \{x_1, x_2, ..., x_{(N \times N)}\}$; then order ascending, we get a new set $Y = \{y_1, y_2, ..., y_{(N \times N)}\}$.

**Step 3** According to the address map of to , we transform $P^1(i)$ to $P^2(i), i = 1, 2, ..., N \times N$ and record the changed chaotic values $C = \{c_1, c_2, ..., c_{(N \times N)}\}$, where $c_i = abs(y_i - x_i), abs(x)$ returns the absolute value of $x$.

**Step 4** Transform $P^2$ to shuffled image $P^0$ based on the inverse processes of Step 1.

**Step 5** In this step, we apply S-box transformation on plain text image. Initially we will find the inverse of each pixel $x$ of original image with the help of formula given below

$$y = I(x) = \begin{cases} x^{-1} & \text{if } x \neq 0 \\ 0 & \text{if } x = 0 \end{cases}$$

where $x \in GF(2^8)$ (Galois field of order 256). Now transform each pixel $y$ with the help of affine transformation given below:
For the decryption process we move in the reverse order from step 5 to 1 all steps except 5 are quite trivial and easy to manage, so here we will explain the decryption process of step 5 with the help of the following mathematical expression

\[ AT^{-1}(y) = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \end{bmatrix} \times \begin{bmatrix} y_7 \\ y_6 \\ y_5 \\ y_4 \\ y_3 \\ y_2 \\ y_1 \\ y_0 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \]

Where \( AT^{-1}(y) \) are the affine transformation and its inverse while the vector \( y \) is the multiplicative inverse of the input byte \( x \).

### 3 Analyses of proposed algorithm

In this section we analyze the proposed algorithm with some well known analyses such as histogram analysis, NPCR, UACI, and correlation analysis.

#### 3.1 Histogram analysis

Histograms show the distribution of pixel values in an image. The ideal histogram of a cipher image is uniform. In Figure below, we show the histograms of RGB values of the plain image “Lena” and those of the cipher image of Figure 1.

We can find that the histograms of the cipher image are close to uniform. Thus, a frequency analysis cannot be used to break the algorithm.

#### 3.2 Correlation of two adjacent pixels

The correlation of two adjacent pixels can be calculated according to the following formula:
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Table 1: Correlation between the encrypted and the original images

<table>
<thead>
<tr>
<th></th>
<th>Original image</th>
<th>Encrypted image</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R channel</td>
<td>G channel</td>
</tr>
<tr>
<td></td>
<td>B channel</td>
<td>The amplitude</td>
</tr>
<tr>
<td>Horizontal</td>
<td>0.7691</td>
<td>0.7649</td>
</tr>
<tr>
<td>Vertical</td>
<td>0.7398</td>
<td>0.7285</td>
</tr>
<tr>
<td>Diagonal</td>
<td>0.7186</td>
<td>0.7083</td>
</tr>
</tbody>
</table>

\[ r_{xy} = \frac{\text{cov}(x,y)}{(\sqrt{D(x)}) (\sqrt{D(y)})} \]

where

\[ \text{cov}(x,y) = \frac{1}{N} \sum_{i=1}^{N} (x_i - E(x)) (y_i - E(y)) \]

\[ E(x) = \frac{1}{N} \sum_{i=1}^{N} x_i \]

\[ E(y) = \frac{1}{N} \sum_{i=1}^{N} y_i \text{, where } N = \text{height} \times \text{width}. \]

First, we test the correlation between various colors of “Lena” and its cipher image, and compare the results.

We can find from table 1 that the proposed algorithm have a much better statistic properties.

3.3 NPCR and UACI

Number of Pixels Change Rate (NPCR) stands for the number of pixels change rate while on pixel of plain image changed. The NPCR gets closer to 100%, the more sensitive the cryptosystem to the changing of plain image, and the more effective for the cryptosystem to resist plaintext attack. UACI (Unified Average Changing Intensity) stands for the average intensity of differences between the plain image and ciphered image. The UACI gets closer to 33.333...%, the more effective for the cryptosystem to resist differential attack.

NPCR and UACI can be calculated as follows

\[ UACI = \frac{1}{\text{Width} \times \text{Height}} \sum_{i,j} \left( \frac{c_1(i,j) - c_2(i,j)}{255} \right) \times 100\% \]

\[ NPCR = \frac{\sum_{i,j} D(i,j) \text{Width} \times \text{Height}}{255} \times 100\% \]

Where \( c_1(i,j) \) and \( c_2(i,j) \) are respectively the cipher-image before and after one pixel of the plain image is changed. And if \( c_1(i,j) \neq c_2(i,j) \), \( D(i,j) = 1 \) otherwise \( D(i,j) = 0 \).

The results of changing the red value of a pixel show in the table 2. below.

Table 2: Results of NPCR and UACI

<table>
<thead>
<tr>
<th>Position</th>
<th>Red</th>
<th>Green</th>
<th>Blue</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPCR</td>
<td>99.610%</td>
<td>99.612%</td>
<td>99.6109%</td>
</tr>
<tr>
<td>UACI</td>
<td>33.4745%</td>
<td>33.4714%</td>
<td>33.4676%</td>
</tr>
</tbody>
</table>

Table 3: Information Entropy

<table>
<thead>
<tr>
<th>Information entropy</th>
<th>Red Channel</th>
<th>Blue Channel</th>
<th>Green Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7.888258</td>
<td>7.888188</td>
<td>7.888208</td>
</tr>
</tbody>
</table>

3.4 Information entropy

The method to calculate information entropy of an image can be expressed as below

\[ H(m) = \sum_{i=0}^{2^N-1} p(m_i) \log_2 \frac{1}{p(m_i)} \]

Where \( p(m_i) \) represents the probability of symbol \( m_i \), and \( \log_2 \) represents the base 2 logarithm so that the entropy is expressed in bits, \( N \) represents the number of bits we use to represents a pixel, and for one color channel of a pixel, it’s clear that \( N = 8 \). If an image is ideal random, then for each \( i \), \( p(m_i) = 1/256 \), and we can easily find that \( H(m) = 8 \). And the results of cipher image are given in table 3.

4 Conclusions

We propose an image encryption algorithm based on chaotic shuffling map and S-box transformation. Numerical simulations from table 1, 2 and 3 illustrate that the propose Image encryption algorithm is secure. The value of information entropy, correlation analysis, NPCR and UACI analysis of anticipated algorithm are much closed to the optimal value.
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