Backward bifurcation and optimal control of a vector borne disease
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Abstract: This paper deals with a simple mathematical model for the transmission dynamics of a vector-borne disease that incorporates both direct and indirect transmission. The model is analyzed using dynamical systems techniques and it reveals the backward bifurcation to occur for some range of parameters. In such cases, the reproduction number does not describe the necessary elimination effort of disease rather the effort is described by the value of the critical parameter at the turning point. The model is extended to assess the impact of some control measures, by re-formulating the model as an optimal control problem with density-dependent demographic parameters. The optimality system is derived and solved numerically to investigate that there are cost effective control efforts in reducing the incidence of infectious hosts and vectors.

Keywords: Epidemic model, Backward bifurcation, Optimal control, Pontryagin’s Maximum Principle.

1. Introduction

Vector-borne disease such as dengue fever, West Nile virus, viral encephalitis and malaria result from an infection transmitted to humans and other animals by blood-feeding arthropods. The arthropods (insects or arachnids) that most commonly serve as vectors include blood sucking insects such as, mosquitoes, ticks, lice, and biting flies \cite{2}. The majority of vector-borne diseases survive in nature by utilizing animals as their vertebrate hosts, and are therefore zoonoses. For a small number of zoonoses, such as malaria and dengue, humans are the major host, with no significant animal reservoirs. The vector receives the pathogen from an infected host and transmits it either to an intermediary host or directly to the human host. Vector-borne diseases are prevalent in the tropics and subtropics and are relatively rare in temperate zones, although climate change could create conditions suitable for outbreaks of diseases such as lyme disease, malaria, dengue fever, and viral encephalitis in temperate regions. The literature dealing with the mathematical theory on vector-borne diseases is quite extensive. To date, many mathematical models of vector-borne disease have been developed in the literature \cite{6–8}

Recently, the phenomenon of the backward bifurcations has arisen the interests in disease control (see \cite{10, 11}). In this case, the basic reproduction number cannot describe the necessary disease eradication effort any more. Backward bifurcation in models, reveals that it is not sufficient to consider the dynamics based only on the basic reproduction number. Control measures for vector-borne diseases are important because most are zoonoses that are maintained in nature in cycles involving wild animals and are not amenable to eradication. Therefore, control methods generally focus on targeting the arthropod vector. These include undertaking personal protective measures by establishing physical barriers such as house screens and bed nets; wearing appropriate clothing (boots, apparel that overlap the upper garments, head nets, etc.); and using insect repellents. A lot of effort on controlling the diseases with administration of antiviral treatment and vaccination has been taken up over the years. Mathematical models have been used to help understanding the dynamics of infec-
tion and its control (see [3, 12]). We obtain the backward bifurcations results by an elementary approach and avoid the center manifold theorem. However, the center manifold approach remains essential for more complicated models because of the technical complications of an elementary approach.

In this paper, a basic model [1] is considered to incorporate some important epidemiological features. Analysis of the model reveals that the model exhibits the phenomenon of backward bifurcation with standard incidence. Then the model is further extended taking into account the density-dependent demographic parameters and control functions to assess the impact of some control measures by using optimal control techniques. The model will then be used to determine cost-effective strategies for combating the spread of vector borne infection in a given community. Finally, the optimality is taken to be to minimize the number of infected hosts and the total number of vectors population. In order to do this, we first show the existence of an optimal control for the optimal control problem and then we derive the optimality system. The optimality system is solved numerically by using an efficient numerical method.

The paper is organized as follows. In Section 2, we present a formulation of the mathematical model. The existence of backward bifurcation is analyzed in Section 3. In Section 4, the control problem is formulated. The necessary conditions for an optimal control and the corresponding states are derived using Pontryagin’s Maximum Principle in Section 5. In Section 6, we solve the resulting optimality system numerically. Finally, the conclusions are summarized in Section 7.

2. Model framework

The total population sizes at time \( t \) for the humans hosts and mosquitoes vector are denoted by \( N_h(t) \) and \( N_v(t) \), respectively. The population of size \( N_h(t) \) is divided into three distinct classes: the susceptible population of size \( S_h(t) \), the infectious population of size \( I_h(t) \) and the recovered (or removed) population of size \( R_h \). Thus \( N_h(t) = S_h(t) + I_h(t) + R_h(t) \). The mosquitoes vector population \( N_v(t) \) has the subclasses denoted by \( S_v(t) \), and \( I_v(t) \) for the susceptible and infected classes, respectively. Thus, \( N_v(t) = S_v(t) + I_v(t) \). The compartmental deterministic mathematical model can be represented analytically by the following nonlinear system of five ordinary differential equations:

\[
\begin{align*}
\frac{dS_h}{dt} &= b_1 - \frac{\beta_1 S_h I_h}{N_h} - \frac{\beta_2 S_h I_v}{N_h} - \mu_h S_h, \\
\frac{dI_h}{dt} &= \frac{\beta_1 S_h I_h}{N_h} + \frac{\beta_2 S_h I_v}{N_h} - \gamma_h I_h - \delta_h I_h - \mu_h I_h, \\
\frac{dR_h}{dt} &= \gamma_h I_h - \mu_h R_h, \\
\frac{dS_v}{dt} &= b_2 - \frac{\beta_3 S_v I_h}{N_h} - \mu_v S_v, \\
\frac{dI_v}{dt} &= \frac{\beta_3 S_v I_h}{N_h} - \delta_v I_v - \mu_v I_v,
\end{align*}
\]

with initial conditions

\( S_h(0) \geq 0, I_h(0) \geq 0, R_h(0) \geq 0, S_v(0) \geq 0, I_v(0) \geq 0, (2) \)

The human host population is recruited (assumed susceptible) at a constant birth rate \( b_1, \beta_1 \) is the rate of direct transmission of the disease, \( \beta_2 \) is the vector mediated transmission rate, \( \mu_h \) is the natural mortality rate of human. Infectious humans recover at a rate \( \gamma_h \) and suffer disease-induced death at a rate \( \delta_h \). It is assumed that recovered individuals acquire lifelong immunity against re-infection. Similarly \( b_2 \) is the constant recruitment rate of susceptible vectors population by birth and susceptible mosquitoes become infected by biting infected humans at a rate \( \beta_3, \mu_v \) is the natural mortality rate of vectors population. Infectious vectors die due to disease at a rate \( \delta_v \) [3].

The model (1) extends the model studied in [1] by including the disease-induced mortality in humans and vectors populations denoted by the parameters \( \delta_h \) and \( \delta_v \) respectively, and standard incidence rate represented in the system (1).

As \( S_h + I_h + R_h = N_h \), so for convenience in calculations we consider the following system of differential equation for further analysis:

\[
\begin{align*}
\frac{dS_h}{dt} &= b_1 - \frac{\beta_1 S_h I_h}{N_h} - \frac{\beta_2 S_h I_v}{N_h} - \mu_h S_h, \\
\frac{dI_h}{dt} &= \frac{\beta_1 S_h I_h}{N_h} + \frac{\beta_2 S_h I_v}{N_h} - \gamma_h I_h - \delta_h I_h - \mu_h I_h, \\
\frac{dN_h}{dt} &= b_1 - \mu_h N_h - \delta_h I_h, \\
\frac{dS_v}{dt} &= b_2 - \frac{\beta_3 S_v I_h}{N_h} - \mu_v S_v, \\
\frac{dI_v}{dt} &= \frac{\beta_3 S_v I_h}{N_h} - \delta_v I_v - \mu_v I_v,
\end{align*}
\]

and determining \( R_h \) from \( R_h = N_h - S_h - I_h \) or from \( \frac{dR_h}{dt} = \gamma_h I_h - \mu_h R_h \).

Thus, in our proposed model the host and vector populations satisfy the following linear equations

\[
\frac{dN_h}{dt} = b_1 - \mu_h N_h - \delta_h I_h,
\]
and
\[
\frac{dN_v}{dt} = b_2 - \mu_v N_v - \delta_v I_v.
\] (5)

It follows from (4) and (5) that
\[
\frac{dN_h}{dt} \leq b_1 - \mu_h N_h, \quad \frac{dN_v}{dt} \leq b_2 - \mu_v N_v.
\] (6)

Then
\[
\lim_{t \to \infty} \sup N_h \leq \frac{b_1}{\mu_h} \quad \text{and} \quad \lim_{t \to \infty} \sup N_v \leq \frac{b_2}{\mu_v}. \quad (7)
\]

Thus the feasible region for the system (3) is
\[
\Omega = \{(S_h, I_h, N_h, S_v, I_v) \in R^5_+ \mid N_h \leq \frac{b_1}{\mu_h}, N_v \leq \frac{b_2}{\mu_v}\}.
\]

Furthermore, the model (3) is well-posed epidemiologically and mathematically. Hence, it is sufficient to study the dynamics of this basic model in \(\Omega\). The disease-free equilibrium for the system (3) is, \(E_f = (\frac{b_1}{\mu_h}, 0, \frac{b_2}{\mu_v}, 0)\).

In epidemiological models, the basic reproduction number denoted by \(R_0\) is a key concept and is defined as the average number of secondary infection arising from a single infected individual introduced into the susceptible class during its entire infectious period in a totally susceptible population [9]. The dynamics of the model (3) is analyzed by \(R_0\) given by
\[
R_0 = \frac{\mu_h b_2 \beta_2 \beta_3}{\mu_v b_1 (\delta_v + \mu_v)(\gamma_h + \delta_h + \mu_h)} + \frac{\beta_1}{\gamma_h + \delta_h + \mu_h}. \quad (8)
\]

The threshold quantity \(R_0\) is the basic reproduction number of the disease. It can be derived from the Jacobian matrix of the system (3) at the disease-free equilibrium \(E_f\) together with the assumption of local asymptotical stability of \(E_f\).

**3. The endemic equilibria and backward bifurcation**

In order to find positive solutions of the system (3), the following steps are taken. Let \(E_1 = (S_h^*, I_h^*, N_h^*, S_v^*, I_v^*)\) represents any arbitrary endemic equilibrium of the model (3). Solving the equations in (3) at steady state gives,
\[
S_h^* = \frac{b_1 - (\gamma_h + \delta_h + \mu_h) I_h^*}{\mu_h}, \quad N_h^* = \frac{b_1 - \delta_h I_h^*}{\mu_h},
\]
\[
S_v^* = \frac{b_2 (b_1 - \delta_h I_h^*)}{\mu_v \beta_3 I_h^* + \mu_v (b_1 - \delta_h I_h^*)},
\]
\[
I_v^* = \frac{b_2 \beta_2 \beta_3 I_h^*}{(\mu_v + \delta_v)(\mu_h \beta_3 I_h^* + \mu_v (b_1 - \delta_h I_h^*))},
\]
where \(K_1 = (\gamma_h + \delta_h + \mu_h)\) and \(K_2 = (\mu_v + \delta_v)\).

Substituting \(S_h^*, N_h^*\) and \(I_v^*\) into the second equation of the system (3) to give an equation of the form
\[
g(I_h) = AI_h^2 + BI_h + C = 0, \quad (9)
\]

![Figure 1 Bifurcation diagram of (1) showing a backward bifurcation.](image)

We note that \(C < 0\) if \(R_0 > 1\), \(C = 0\) if \(R_0 = 1\), and \(C > 0\) if \(R_0 < 1\). If \(R_0 = 1\), then \(C = 0\) and there is a unique nonzero solution of (9) \(I_h = -B/A\) which is positive if and only if \(A > 0\) and \(B < 0\) or \(A < 0\) and \(B > 0\). Now, depending upon the signs of \(A, B\) and \(C\), we may have unique, two or no positive roots. Thus, the following result is established.

**Theorem 2.1** The system (3) has a backward bifurcation at \(R_0 = 1\) if and only if \(A > 0\) and \(B < 0\) or \(B > 0\). \(B^2 > 4AC\).

If \(C > 0\) and either \(B \geq 0\) or \(B^2 < 4AC\), there are no positive solutions of (9) and thus there are no endemic equilibria. Equation (9) has two positive solutions, corresponding to two endemic equilibria, if and only if \(C > 0\), or \(R_0 < 1\), and \(B < 0, A > 0, B^2 < 4AC\).

**4. Optimal control of extended model**

In this section, we extend the model (1) by including density-dependent mortality rates in the vector and host populations, defined by \(\mu_h = \mu_1 + \mu_2 N_h\) and \(\mu_v = \mu_3 + \mu_4 N_v\), where \(\mu_1 \geq 0\) and \(\mu_3 \geq 0\) are density-independent death rates in the host and the vector populations, respectively, and using mass action type incidence rate. Also, \(\mu_2 \geq 0\) and \(\mu_4 \geq 0\) are proportionality constants. These types of per capita death rates are used in [5].

Similarly, the recruitment rate in each susceptible population is modified to include density effects. To do this, we replace the previous recruitment rates by \(b_1 \rightarrow b_1 + \alpha_h N_h\) and \(b_2 \rightarrow b_2 N_v\), where \(\alpha_h\) is the proportionality
constant showing the impact of density on the recruitment rate. In general, the inclusion of density-dependent recruitment and death rates in population models tend to result in different dynamical features. Average recruitment and death rates are considered in most cases to reduce complications while analyzing the resulting models [15].

In the human host population, the associated forces of infection are reduced by factors of \((1 - u_1(t))\) and \((1 - u_2(t))\), respectively, where \(u_1(t)\) measures a basic-practice blood-donation procedure that disallows the donations of infected donors and \(u_2(t)\) measures the level of successful prevention efforts. The control \(u_1(t)\) represents the implementation of a basic-practice blood-donation procedure that disallows the donations of infected donors [4]. The control \(u_2(t)\) represents the use of alternative preventive measures to minimize or eliminate mosquito-human contacts (such as the use of insect repellents or bed nets). In most cases, vectors, such as, mosquitoes use favorable climatic conditions to flourish [13]. Combating efforts of vector-borne diseases are more effective and economical in seasons dependent mosquito control, preferably applied in seasons favorable for mosquito outbreak, is considered. The control function \(u_3(t)\) represents the level of larvicide and adulticide used for mosquito control administered at mosquito breeding sites to eliminate specific breeding areas. Consequently, the reproduction rate of the mosquito population is reduced by a factor of \((1 - u_3(t))\) [14]. Also, it is assumed that the mortality rate of vectors population increases at a rate proportional to \(u_3(t)\), where \(r_0 > 0\) is a rate constant. Taking into account the above assumptions and extensions, we formulate an optimal control model for a vector-borne disease in order to derive optimal prevention and treatment strategies with minimal implementation cost. The dynamics of the system (1) are governed by the following system of five equations:

\[
\begin{align*}
\frac{ds_h}{dt} &= b_1 + \alpha_h N_h - \beta_1 S_h I_h (1 - u_1) - \beta_2 S_h I_v (1 - u_2) - (\mu_1 + \mu_2 N_h) S_h, \\
\frac{ds_v}{dt} &= \beta_1 S_h I_h (1 - u_1) + \beta_2 S_h I_v (1 - u_2) - \gamma_h I_h - \delta_h I_h - (\mu_1 + \mu_2 N_h) I_h, \\
\frac{dr_h}{dt} &= \gamma_h I_h - (\mu_1 + \mu_2 N_h) R_h, \\
\frac{dr_v}{dt} &= b_2 N_v (1 - u_3) - \beta_3 S_i I_h (1 - u_2) - (\mu_3 + \mu_4 N_v) S_v - r_0 u_3 S_v, \\
\frac{di}{dt} &= \beta_3 S_i I_h (1 - u_2) - \delta_v I_v - (\mu_3 + \mu_4 N_v) I_v - r_0 u_3 I_v,
\end{align*}
\]

subject to the state system given by (11). In the objective functional \(J\), represents the weight constant of infected human and \(A_2\) represents the weight constant of the total vectors population. \(B_1, B_2\) and \(B_3\) are weight constants for blood donor screening, personal protection (reduction of vectors and human contacts) and vector control, respectively. The terms \(1/2 B_1 u_1^2\), \(1/2 B_2 u_2^2\) and \(1/2 B_3 u_3^2\) describe the costs associated with the blood donor screening, prevention of vector-host contacts and vector control, respectively. The main objective in this optimal control problem is to minimize the number of people who become infected, the total number of vectors and the cost of implementing the control by using possible minimal control variables \(u_i\) for \(i = 1, 2, 3\). The cost associated with the first control could come from donor screening systems. Similarly, the cost associated with second control could come from costs of vaccination, mosquito repellents, and supply of basic needs. The cost associated with third control could come from applying pesticides. We assume that the costs are proportional to the square of the corresponding control function. Our aim is to find control functions such that

\[
J(u_1^*, u_2^*, u_3^*) = \min_{(u_1, u_2, u_3) \in U} J(u_1, u_2, u_3),
\]

subject to the system (11), where the control set is defined as

\[
U = \{(u_1, u_2, u_3) | u_i(t) \text{ is Lebesgue measurable on } [0, 1], 0 \leq u_i(t) \leq 1, i = 1, 2, 3\}. \quad (13)
\]

In order to find an optimal solution, first we should find the Lagrangian and Hamiltonian for the optimal control problem (11) – (12). The Lagrangian of the optimal problem is given by

\[
L = A_1 I_h + A_2 N_v + 1/2 (B_1 u_1^2 + B_2 u_2^2 + B_3 u_3^2).
\]

We seek for the minimal value of the Lagrangian. To accomplish this, we define the Hamiltonian \(H\) for the control problem as follows:

\[
H = L(I_h, N_v, u_1, u_2, u_3) + \lambda_1 \frac{ds_h}{dt} + \lambda_2 \frac{ds_v}{dt} + \lambda_3 \frac{dr_h}{dt} + \lambda_4 \frac{dr_v}{dt} + \lambda_5 \frac{di}{dt}, \quad (14)
\]

We prove the existence of an optimal control for system (11) and then derive the optimality system.

5. Existence of control problem

For the existence of our control problem we state and prove the following theorem.

**Theorem 5.1** There exists an optimal control \(u^* = (u_1^*, u_2^*, u_3^*) \in U\) such that

\[
J(u_1^*, u_2^*, u_3^*) = \min_{(u_1, u_2, u_3) \in U} J(u_1, u_2, u_3),
\]

subject to the control system (11) with the initial conditions (2).
Proof. To prove the existence of an optimal control pair we use the result in [16]. Note that the control and the state variables are nonnegative values. In this minimizing problem, the necessary convexity of the objective functional in $u_1, u_2$ and $u_3$ are satisfied. The set of all the control variables $(u_1, u_2, u_3)$ in $U$ is also convex and closed by definition. The optimal system is bounded which determines the compactness needed for the existence of the optimal control. In addition, the integrand in the functional (12), $A_1 I(t) + A_2 N_v(t) + 1/2(B_1 u_1^2 + B_2 u_2^2 + B_3 u_3^2)$ is convex on the control set $U$. Also we can easily see that, there exist a constant $\rho > 1$ and positive numbers $\omega_1, \omega_2$ such that

$$J(u_1, u_2, u_3) \geq \omega_1 (|u_1|^2 + |u_2|^2 + |u_3|^2)^{\rho/2} - \omega_2,$$

because the state variables are bounded, which completes the existence of an optimal control.

To find the optimal solution, we apply Pontryagin’s Maximum Principle [17] to the hamiltonian (14), such that if $(x, u)$ is an optimal solution of an optimal control problem, then there exists a non trivial vector function $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ satisfying the following inequalities.

$$\frac{dx}{dt} = \frac{\partial H(t, x, u, \lambda)}{\partial x},$$

$$0 = \frac{\partial H(t, x, u, \lambda)}{\partial u},$$

$$\lambda' = -\frac{\partial H(t, x, u, \lambda)}{\partial x}.$$

Now we apply the necessary conditions to the Hamiltonian $H$ in (14).

Theorem 5.2 Let $S_h^*, I_h^*, R_h^*, S_v^*$, and $I_v^*$ be optimal state solutions with associated optimal control variables $(u_1^*, u_2^*, u_3^*)$ for the optimal control problem (11)-(12). Then there exist adjoint variables $\lambda_i$, for $i = 1, 2, \ldots, 5$, satisfying

$$\lambda_1^* = -\alpha_h \lambda_1 + \beta_1(1-u_1 I_h + \beta_2(1-u_2 I_v)

+ (\mu_1 + \mu_2 N_v) I_h + \mu_2 \lambda_2 I_h + \lambda_3 \mu_2 R_h,$$

$$\lambda_2^* = -\alpha_h \lambda_2 - A_1 + \beta_1(\lambda_1 - \lambda_2)(1-u_1) S_h + \mu_2 \lambda_2 S_h + (\gamma_h + \delta_h) \lambda_2 + (\mu_1 + \mu_2 N_v) \lambda_2 + \beta_2 \lambda_2 I_h - \gamma_h \lambda_3

+ \mu_2 \lambda_3 R_h + \beta_3(\lambda_4 - \lambda_5)(1-u_2) S_v,$$

$$\lambda_3^* = -\alpha_h \lambda_1 + \mu_2 \lambda_1 S_h + \mu_2 \lambda_2 I_h + (\mu_1 + \mu_2 N_v) \lambda_3 + \mu_2 + \mu_3 R_h,$$

$$\lambda_4^* = -A_2 - b_2 \lambda_4(1-u_3) + \beta_3(\lambda_4 - \lambda_5)(1-u_2) I_h

+ (\mu_3 + \mu_4 I_v) \lambda_4 + \mu_4 \lambda_4 S_v + \gamma_0 \lambda_4 u_3 + \mu_4 \lambda_5 I_v,$$

$$\lambda_5^* = -A_2 + \beta_1(\lambda_1 - \lambda_2)(1-u_2) S_h - b_2 \lambda_4(1-u_3)

+ \mu_4 \lambda_4 S_v + \lambda_5 \delta_0 + (\mu_1 + \mu_2 N_v) \lambda_5 + \mu_4 \lambda_5 I_v

+ r_0 \lambda_5 u_3,$$

with transversality conditions (or boundary conditions)

$$\lambda_i(T) = 0, \quad i = 1, 2, \ldots, 5.$$

Furthermore, optimal controls $u_1^*, u_2^*, u_3^*$ are given as follows:

$$u_1^* = \max \{ \min \{ \frac{\beta_1(\lambda_2 - \lambda_1) S_h^* I_h^*}{B_1}, 1 \}, 0 \},$$

$$u_2^* = \max \{ \min \{ \frac{\beta_2(\lambda_2 - \lambda_1) S_h^* I_h^* + \beta_3(\lambda_3 - \lambda_4) S_v^* I_v^*}{B_2}, 1 \}, 0 \},$$

$$u_3^* = \max \{ \min \{ \frac{b_2 \lambda_4 S_v^* + r_0 (\lambda_4 S_v^* + \lambda_5 I_v^*)}{B_3}, 1 \}, 0 \}.$$

Proof. To determine the adjoint equations and the transversality conditions we use the Hamiltonian (14). From setting $S_h(t) = S_h^*(t), I_h(t) = I_h^*(t), R_h(t) = R_h^*(t), S_v(t) = S_v^*(t), I_v(t) = I_v^*(t)$, and differentiating the Hamiltonian (14) with respect to $S_h, I_h, R_h, S_v$, and $I_v$, respectively, we obtain (16). By solving the equations

$$\frac{\partial H}{\partial u_1} = 0, \quad \frac{\partial H}{\partial u_2} = 0 \quad \text{and} \quad \frac{\partial H}{\partial u_3} = 0,$$

on the interior of the control set and using the optimality conditions and the property of the control space $U$ we can derive (18)-(20).

Here we call formulas (18)-(20) for $u^* = (u_1^*, u_2^*, u_3^*)$ the characterization of the optimal control. The optimal control and the state are found by solving the optimality system, which consists of the state system (11), the adjoint system (16), boundary conditions (1) and (17), and the characterization of the optimal control (18)-(20). To solve the optimality system we use the initial and transversality conditions together with the characterization of the optimal control $(u_1^*, u_2^*, u_3^*)$ given by (18)-(20). In addition, the second derivative of the Lagrangian with respect to $u_1, u_2$ and $u_3$, respectively, are positive, which shows that the optimal problem is minimum at controls $u_1^*, u_2^*$ and $u_3^*$.

6. Numerical results and discussion

In this section we use an iterative method to find the numerical solution of our control problem. The numerical algorithm presented below is a semi-implicit finite difference method. We discretize the interval $[t_0, t_f]$ at the points $t_i = t_0 + il$ ($i = 0, 1, \ldots, n$), where $l$ is the time step such that $t_n = t_f$. Next, we define the state and adjoint variables $S_h(t), I_h(t), R_h(t), S_v(t), I_v(t), A_1(t), A_2(t), \lambda_1(t), \lambda_2(t), \lambda_3(t), \lambda_4(t), \lambda_5(t)$ and the controls $u_1(t), u_2(t), u_3(t)$ in terms of nodal points $S_h^i, I_h^i, R_h^i, S_v^i, I_v^i, A_1^i, A_2^i, \lambda_1^i, \lambda_2^i, \lambda_3^i, \lambda_4^i, \lambda_5^i, u_1^i, u_2^i$ and $u_3^i$. Now a combination of forward and backward difference approximation is used as follows:

The method, developed by [18] and presented in [19–22], to adapt the numerical solution of our optimal control problem is given by:

$$\frac{S_h^{i+1} - S_h^i}{l} = b_1 + \alpha_h (S_h^{i+1} + I_h^i + R_h^i)$$
\(I_h^{n+1} - I_h^n = \beta_1 S_h^{n+1} I_h^{n+1} (1 - u_1^n) - \beta_2 S_h^{n+1} I_h^n (1 - u_2^n) - [\mu_1 + \mu_2 (S_h^{n+1} + I_h^n + R_h^n)] S_h^{n+1},\)

\(R_h^{n+1} - R_h^n = \gamma_h I_h^{n+1} - (\mu_1 + \mu_2 (S_h^{n+1} + I_h^n)) R_h^n,\)

\(S_v^{n+1} - S_v^n = b_v (S_v^{n+1} + I_v^n) (1 - u_3^n) - \beta_3 S_v^{n+1} I_h^{n+1} (1 - u_5^n) - (\mu_3 + \mu_4 (S_v^{n+1} + I_v^n) + r_0 u_3 S_v^{n+1},\)

\(I_v^{n+1} - I_v^n = \beta_3 S_v^{n+1} I_h^{n+1} (1 - u_2^n) - \delta_h I_v^{n+1} - (\mu_3 + \mu_4 (S_v^{n+1} + I_v^n)) I_v^{n+1} + r_0 u_3 I_v^{n+1} +,\)

By using a similar technique, we approximate the time derivative of the adjoint variables by their first-order backward-difference and we use the appropriated scheme as follows

\[\lambda_{1}^{n} = -\alpha_1 \lambda_{1}^{n-1} + (\lambda_{1}^{n-1} - \lambda_{2}^{n-1}) \left[1 + \mu_1 (1 - u_1^n) + \beta_2 (1 - u_2^n) \right] I_h^{n+1},\]

\[\lambda_{2}^{n} = -\alpha_2 \lambda_{2}^{n-1} + (\lambda_{2}^{n-1} - \lambda_{3}^{n-1}) \left[1 + \mu_1 (1 - u_1^n) + \beta_2 (1 - u_2^n) \right] S_h^{n+1},\]

\[\lambda_{3}^{n} = -\alpha_3 \lambda_{3}^{n-1} + (\lambda_{3}^{n-1} - \lambda_{4}^{n-1}) \left[1 + \mu_1 (1 - u_1^n) + \beta_2 (1 - u_2^n) \right] S_h^{n+1},\]

\[\lambda_{4}^{n} = -\alpha_4 \lambda_{4}^{n-1} + (\lambda_{4}^{n-1} - \lambda_{5}^{n-1}) \left[1 + \mu_1 (1 - u_1^n) + \beta_2 (1 - u_2^n) \right] S_h^{n+1},\]

\[\lambda_{5}^{n} = -\alpha_5 \lambda_{5}^{n-1} + (\lambda_{5}^{n-1} - \lambda_{6}^{n-1}) \left[1 + \mu_1 (1 - u_1^n) + \beta_2 (1 - u_2^n) \right] S_h^{n+1},\]

The algorithm describing the approximation method for obtaining the optimal control is the following:

**Algorithm**

**step 1:**
- \(S_h(0) = S_{h0}, I_h(0) = I_{h0}, R_h(0) = R_{h0}, S_v(0) = S_{v0}, I_v(0) = I_{v0}, \lambda(t_f) = 0 (i=1, ..., 5), u_1(0) = u_2(0) = u_3(0) = 0,\)

**step 2:**
- for \(i=1, ..., n-1,\) do:
  - \(S_v^{i+1} = -1 - l [-\alpha_1 + \beta_1 I_h^{i+1}] = \frac{-1 - l [-\alpha_1 + \beta_1 I_h^{i+1}]}{2l \mu_2},\)
  - \(I_h^{i+1} = \frac{-1 - l [-\beta_1 I_h^{i+1} + \mu_1 + \mu_2 (I_h^{i+1} + R_h^{i+1})]}{2l \mu_2},\)
  - \(S_v^{i} = \frac{-1 - l [-\beta_1 I_h^{i+1} + \mu_1 + \mu_2 (I_h^{i+1} + R_h^{i+1})]}{2l \mu_2},\)
  - \(I_v^{i} = \frac{-1 - l [-\beta_1 I_h^{i+1}] + \beta_3 I_h^{i+1} (1 - u_2^n)}{2l \mu_2},\)
  - \(R_h^{i} = \frac{-1 - l [-\beta_1 I_h^{i+1}] + \beta_3 I_h^{i+1} (1 - u_2^n)}{2l \mu_2},\)
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$\lambda_2^{n-i-1} = \{A_2^{n-i} + (\alpha_1 \lambda_1^{n-i-1} + A_1 \\
- \beta_1 \lambda_1^{n-i-1}(1 - u_1)S_h^{i+1} - \mu_2 S_h^{i+1} \lambda_1^{n-i-1}] / [1 + l(\gamma_h + \delta_h + \mu_1 + \mu_2 N_h^{i+1} + \mu_2 I_h^{i+1} \\
- \beta_1(1 - u_1)S_h^{i+1}]\},$

$\lambda_3^{n-i-1} = \{\lambda_3^{n-i} + [(\alpha_2 \lambda_2^{n-i-1} - \mu_2 S_h^{i+1} \lambda_2^{n-i-1} \\
- \mu_2 I_h^{i+1} \lambda_2^{n-i-1}) / [1 + l(\mu_2 \\
+ \mu_2 N_h^{i+1} + \mu_2 I_h^{i+1}]\},$

$\lambda_4^{n-i-1} = \{\lambda_4^{n-i} + l[A_3 + \beta_3(1 - u_2) \lambda_4^{n-i} \\
- \mu_4 I_v^{i+1} \lambda_4^{n-i}] / [1 + l[(\beta_4(1 - u_2) I_h^{i+1} + \mu_3 \\
+ \mu_4 N_v^{i+1} + \mu_4 S_v^{i+1} + \tau_0 u_3 - b_2(1 - u_3)],\}$

$R_1^{i+1} = \frac{(\lambda_5^{n-i-1} - \lambda_1^{n-i-1})\beta_1 S_h^{i+1} I_h^{i+1}}{B_1},$

$R_2^{i+1} = \{(\lambda_5^{n-i-1} - \lambda_1^{n-i-1})\beta_2 S_h^{i+1} I_v^{i+1} \\
+ (\lambda_5^{n-i-1} - \lambda_2^{n-i-1})\beta_3 S_v^{i+1} I_h^{i+1}] / B_2, \}

R_3^{i+1} = \{\beta_2 \lambda_5^{n-i-1} N_v^{i+1} + \tau_0 (\lambda_5^{n-i-1} S_v^{i+1} \\
+ \lambda_5^{n-i-1} I_v^{i+1}) / B_3, \}

u_1^{i+1} = \min(1, \max(R_1^{i+1}, 0)),

u_2^{i+1} = \min(1, \max(R_2^{i+1}, 0)),

u_3^{i+1} = \min(1, \max(R_3^{i+1}, 0)),

\text{end for step 3 :}

\text{for } i = 1, ..., n-1, \text{ write } S_h^i(t_i) = S_h^i, \ I_h^i(t_i) = I_h^i,

R_h^i(t_i) = R_h^i, \ S_v^i(t_i) = S_v^i, \ I_v^i(t_i) = I_v^i, \ u_1^i(t_i) = u_1^i,

u_2^i(t_i) = u_2^i, \ u_3^i(t_i) = u_3^i,

\text{end for}

To compare the disease progression before and after the controls, we simulate the model using the following parameters values: $b_1 = 2.5 \times 10^{-2}$ day$^{-1}$, $\alpha_h = 0.03$ day$^{-1}$, $b_2 = 0.4$ day$^{-1}$, $\mu_1 = 4 \times 10^{-5}$ day$^{-1}$, $\mu_2 = 2 \times 10^{-7}$ day$^{-1}$, $\mu_3 = 0.15$ day$^{-1}$, $\mu_4 = 2.8 \times 10^{-4}$ day$^{-1}$, $\delta_h = 0.03$ day$^{-1}$, $\delta_v = 0.04$ day$^{-1}$, $\gamma_h = 3.7 \times 10^{-3}$ day$^{-1}$, $\beta_1 = 0.0004$, $\beta_2 = 0.0006$, $\beta_3 = 0.009$, $r_0 = 0.02$.

The graphs from simulation, given below, help to compare the infected host population, the total vector population before and after the controls. When viewing the graphs, remember that each of the individuals without control is marked by un-dashed lines. The control individuals are marked by dash-dotted lines. As it is shown in Fig. 2, application of control reduces the disease burden. The solid line denotes that there are more infected individuals when the control is not implemented for the infected individuals. The control vanishes in day 100 and there remains a very small number of infected hosts. Thus, the number of infected individuals after the control is smaller than that of infected individuals before the control. Fig. 3 represents the total vector population in the two systems (1) without controls and (11) with controls. The total host population with the controls is more sharply decreased than without controls and becomes very small. The techniques in [23, 24] can be used for solving a wide range of problems whose mathematical models yield system of nonlinear differential equations.

7. Conclusion

In the present manuscript, we extended the model proposed above by taking into account the density-dependent demographic parameters and control functions to assess the impact of some control measures by using optimal control techniques which incorporate some important epidemiological features. The disease propagates from the infected to the susceptible in two different ways, through horizontal
transmission or direct contact and through indirect transmission. We have examined the model and have shown by elementary algebraic means how to analyze the existence of multiple endemic equilibria when the basic reproduction number is less than unity. As the model with standard incidence exhibits backward bifurcation, so \( R_0 < 1 \) is not sufficient to eliminate the disease from the population and we need another threshold less than one and \( R_0 \) should be reduced below this threshold to eliminate the disease from the population. This fact is demonstrated in the backward bifurcation diagram. We also determined the cost-effective strategies for combatting the spread of a vector borne infection in some community. By the application of Pontryagins Maximum Principle, we performed the optimal analysis of the non-autonomous control model considering three controls, one for mosquito-reduction strategies and the other two for personal (human) protection and blood screening, respectively. Furthermore, we minimized the number of infected hosts and the total number of vector population by using three control variables. We have investigated the dynamics by an efficient numerical method based on optimal control to identify the best strategy of a vector-borne disease in order to reduce infection and prevent vector host as well as direct contacts by using three controls. The results support the hypothesis that preventive practices are very effective in reducing the incidence of infectious hosts and vectors.

**Acknowledgement**

The author is grateful to the anonymous referee for a careful checking of the details and for helpful comments that improved this paper.

**References**


**Abid Ali Lashari:** Male, born in Nov. 23, 1984, received his Master’s Degree in Mathematics from the University of the Punjab, Lahore, Pakistan in 2007. Currently he is Ph.D Scholar at Center for Advanced Mathematics and Physics (CAMP), National University of Sciences and Technology (NUST), H-12 Islamabad, Pakistan. He is mainly engaged in researches in the field of Biomathematics such as mathematical models of vector borne disease, population dynamics, epidemics dynamics and infectious diseases with optimal control, and ecological modeling. He has published more than 6 papers in international peer reviewed journals.

**Khalid Hattaf:** Male, born in Feb. 10, 1975, received his Master’s Degree in Numerical Analysis, Computers and Signal Processing from the Mohammed I University, Oujda, Morocco, in 2005. In June 2011, he obtained his PhD degree in Mathematics and Computer Science from the Faculty of Sciences Ben M’sik, Hassan II University, Casablanca, Morocco. Since 1998, he has occupied academic position as professor of mathematics in secondary education. His current research interests lie in the areas of ordinary and delay differential equations, mathematical biology and medicine, control theory, and dynamical systems. He has published more than 15 papers in international peer reviewed journals. He has served as referee for many journals (Neural Computing & Applications-SpringerLink, African Journal of Environmental Science and Technology, International Journal of Physical Sciences, ...).

**Gul Zaman:** Associate Professor at University of Malakand, Pakistan. He is interested particularly in Mathematical Biology and Fluid Mechanics such as mathematical model of heart and blood circulation in human body, population dynamics, epidemics dynamics and infectious diseases with optimal control, and ecological modeling. Moreover, he is highly appreciating any research activity in others area of applied mathematics. He has published more than 30 papers in international peer reviewed journals.

**Xue-Zhi Li:** Male, born in Dec. 12, 1966. Full Professor at Xinyang Normal University, China. Mainly engaged in researches in the fields of Biomathematics and Applied Functional Analysis. He has published more than 100 papers in international peer reviewed journals and three books.