Data Mining Application in Biomedical Informatics for Probing into Protein Stability upon Double Mutation
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Abstract: To explore the mechanism of protein stability change is one of the important topics in protein design. The accurate prediction of protein stability change upon mutation is very useful for enhancing the experimental efficiency in many biological and medical studies. In this work, we aimed at effectively introducing data mining technologies for investigating the understanding of protein stability change upon double mutation. We constructed a non-redundant dataset of protein mutants with various attributes and applied systematically analyses on the dataset. Therefore, we developed general knowledge from the dataset by several data mining techniques, including decision tree, decision table and association rule algorithms. Furthermore, we interpreted, evaluated, and compared those knowledge outcomes obtained from different techniques. The observations on the experimental results demonstrated that the present method may serve as an effective tool in biomedical informatics to understand the prediction of protein stability change upon double mutation.
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1 Introduction

The prediction of stability change for protein mutants is one of the important tasks in protein engineering. It is necessary for understanding the mechanisms responsible for protein stability as well as for designing temperature sensitive protein mutants [1].

The protein mutants have been frequently used to study the importance of the specific amino acid in the protein function and stability for biological and medical research [2]. For example, wild-type green fluorescent protein (wtGFP) has been modified to a variety of mutants with a single amino acid substitution. These GFP mutants may elicit altered spectral properties and display different colors of fluorescence [3][4][5].

For the past several years, many different methods have been developed to address this issue for predicting stability change upon single mutation [6][7][8][9]. Moreover, earlier studies revealed that the methods developed for predicting protein stability change upon point mutation are not suitable for predicting the stability of the mutants with double mutation [10][11]. Therefore, the prediction upon double or multiple mutations has attracted more and more attention [12][13]. However, it is necessary to provide complete information as input when employing these prediction methods. Whereas the input information may be incomplete and unavailable in practice, we have developed an effective approach to make reliable predictions from partial input information [14].

In this work, we aimed at effectively introducing data mining technologies for investigating the protein stability changes upon double mutation. We have constructed a non-redundant dataset of protein mutants with various attributes and applied systematically analyses on the dataset. Therefore, we have developed general knowledge from the dataset by several data mining techniques, including decision tree, decision table and association rule algorithms. Furthermore, we have interpreted, evaluated, and compared those knowledge outcomes
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obtained from different techniques. Knowledge outcomes obtained from various techniques were compared, interpreted and discussed.

2 Materials and Protein Mutants

2.1 Summary statistics of mutant dataset

We collected a set of double mutants from ProTherm database [15][16] in which the free energy changes of mutants were obtained with thermal denaturation. The final non-redundant dataset (named S180) consists of 180 mutants acquired from 27 different proteins. The ΔΔG ranges between -8.9kcal/mol and 6.2kcal/mol and the number of stabilizing and destabilizing mutants are 93 and 87, respectively. More details about the dataset are available at http://bioinformatics.myweb.hinet.net/wetstab.htm [12].

2.2 Rule-based knowledge representation

The form of knowledge representation (KR) is critical to the utility of the information. There are different forms for specific applications. In this study, we employed a rule-based knowledge representation, the advantages of which include [17]: (i) Rules are easy to construct. (ii) Rules are quick to test. (iii) Rules provide intuitive interpretation for understanding.

Accordingly, we utilized two sets of attributes to represent the information of a double mutant. Each set refers to a mutation site including wild-type residue, mutant residue and three neighboring residues of the mutation site along both directions containing 8 attributes for each mutation site.

3 Methods and Performance Measurement

This study presented a knowledge discovery approach to effectively developing the knowledge in predicting protein stability change upon double mutation. Firstly, the dataset were systematically analyzed. Secondly, different data mining techniques were applied to the dataset. Finally, we interpreted, evaluated, and compared the mined knowledge.

For data mining, we implemented three kinds of rule induction algorithms, i.e. decision tree [18], decision table [19] and association rule [20] algorithms. The last one generated association rules and the others generated classification rules.

3.1 Decision tree algorithm

The PART algorithm [21] is based on partial decision trees [22] to generate accurate rules. It adopts the separate-and-conquer strategy which contained three main steps: (i) building a rule; (ii) removing the instances that it covers; and (iii) creating rules recursively for the remaining instances until none is left.

3.2 Decision table algorithm

In this study, the inducer of decision table majority algorithm [19] was implemented to build decision tables. A decision table consists of two components: a schema and a body. The schema is a set of attributes that are included in the table and the body is a list of instances with values defined by the attributes in the schema. The set of instances with the same values for attributes in the schema is named a cell and the cell can be presented by if-then rules.

Once a decision table is available, the outcome of a query instance can be predicted by the following criteria. Let L be the set of instances in the cell that matches the query instance over the attributes in the schema:

(i) If L = ∅, return the majority class of instances in L for the nominal class (or the average class for numeric classes.

(ii) Otherwise (L ≠ ∅), return the majority (or average) class of instances in the decision table.

3.3 Association rule algorithm

The Apriori [20] is a classic algorithm for learning association rules. The algorithm generates the candidate itemsets by using only the itemsets found large in the previous pass. Therefore, the candidate itemsets having k items can be generated by joining large itemsets having k-1 items, and deleting those that contain any subset that is not large. This procedure results in generation of a much smaller number of candidate itemsets.

In this study, we implemented an altered version of association rule algorithm, PredictiveApriori algorithm [23], which proposes a trade-off between confidence and support and maximizes the chance of correct predictions on unseen data.

3.4 Performance measurement

In this study, various measure scores were used to evaluate the performance of the mined rules. Given a rule R: IF A THEN B, where A is the antecedent and B is the consequent, support is calculated by \( \text{SU}_R = \frac{N_{A \cup B}}{N} \times 100\% \), where N is the number of total instances and \( N_{A \cup B} \) is the number of instances with both antecedent A and consequent B to rule R. Similarly, confidence (CO_R) is calculated by \( \text{CO}_R = \frac{N_{A \cup B}}{N_A} \times 100\% \), where \( N_A \) is the number of instances with only antecedent A of rule R. Support (SU_R) may quantify the coverage of the rule on a
dataset and confidence (CO\textsubscript{R}) may indicate the correctness of the rule to a dataset.

Furthermore, for evaluating the performance of the rule induction algorithm in predicting the stabilizing and destabilizing mutants, accuracy is calculated by the following expression: \( AC = \frac{TP+TN}{TP+TN+FP+FN} \times 100\% \), where TP, TN, FP and FN refer to the number of true positives, true negatives, false positives and false negatives, respectively. Additionally, sensitivity (SE) indicating the correct prediction of stabilizing mutants and specificity (SP) about the destabilizing ones are calculated by \( SE = \frac{TP}{TP+FN} \times 100\% \) and \( SP = \frac{TN}{TN+FP} \times 100\% \), respectively.

4 Results & Discussions

4.1 Direct effects of wild and mutant residues to protein stability change

There are total 16 attributes with various properties on the dataset F180. Firstly, we mined F180 with two basic attributes, the wild and mutant residues. As shown in Figure 1, we analyzed the distribution of wild residues based on different amino acid types for the mutation site near N-terminus. The significant differences between stabilizing and destabilizing mutants appear at types C (Cysteine) with 12.6% and R (Arginine) with 8%. The results showed the wild residue with type C or R seems to prefer destabilizing.

Further, we also analyzed the distribution of mutant residues. Figure 2 exhibits the percentage difference between stabilizing and destabilizing mutants for different types of mutant residues. The results suggested that the mutant residue with type S (Serine) prefer destabilizing on the dataset F180.

4.2 Environmental effects of neighboring residues on improving knowledge discovery

From the above results, only two attributes were observed, which may be insufficient to precisely understand the stability change in double mutants. Therefore, we further mined the dataset by appending the attributes of neighboring residues to integrate the environmental effects from neighboring residues.

We employed decision table algorithm on S180 dataset and then mined total 60 rules. Table 1 lists 4 reliable rules (2 for stabilizing and 2 for destabilizing) along with performance measures. An IF-THEN rule assumes the form: IF \( A \) THEN \( B \), where \( A \) is the antecedent or premise and \( B \) is the consequent or conclusion. \( N_i^j \) / \( C_i^j \) denotes the \( i \)-th residue along N- / C-terminus at mutation site \( j \); \( W_j \) is the wild residue at mutation site \( j \); and \( M_j \) is the mutant residue at mutation site \( j \) \((i=1...2 \text{ and } j=1...3 \text{ here})\). For the first rule, “\( W_2 \) is Ile” in the antecedent means that the wild residue at mutation site near the C-terminus is Isoleucine. “\( N_3^2 \) is Gly” means that the first residue along N-terminus at this mutation site is Glycine. Hence, “\( C_3^2 \) is Asp” means that the corresponding residue is Aspartate. The consequent indicated that the antecedent would lead to the conclusion of destabilizing.

Further, Table 2 lists 4 rules with higher performance. Interestingly, the third rule, “IF \( N_3^3 \) is Lys and \( C_1^2 \) is Val THEN stabilizing” produced a higher SU (14.44%) and CO (96%).

The results showed that the rule induction algorithm mined some rules with high confidence from the dataset, and that the attributes of neighboring residues may increase the effectiveness of the knowledge discovery.
Table 1: Antecedent and consequent of the rules obtained from decision table algorithm.

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>C*</th>
<th>SU</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>W(_2) is Ile, N(_2) is Gly, and C(_3) is Asp</td>
<td>-</td>
<td>4.44</td>
<td>100</td>
</tr>
<tr>
<td>W(_2) is Cys, N(_2) is Asp, and C(_3) is Thr</td>
<td>-</td>
<td>3.33</td>
<td>100</td>
</tr>
<tr>
<td>W(_2) is Glu, N(_2) is Lys, and C(_3) is none</td>
<td>+</td>
<td>1.67</td>
<td>100</td>
</tr>
<tr>
<td>W(_2) is Glu, N(_2) is Gln, and C(_3) is Ser</td>
<td>+</td>
<td>1.11</td>
<td>100</td>
</tr>
</tbody>
</table>

C\*: Consequent; +: Stabilizing; -: Destabilizing; SU: Support; CO: Confidence.

Table 2: Antecedent and consequent of the rules derived from decision tree algorithm.

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>C*</th>
<th>SU</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>N(_2) is Glu</td>
<td>-</td>
<td>8.89</td>
<td>100</td>
</tr>
<tr>
<td>C(_2) is Val</td>
<td>-</td>
<td>5.00</td>
<td>82</td>
</tr>
<tr>
<td>N(_2) is Lys and C(_3) is Val</td>
<td>+</td>
<td>14.44</td>
<td>96</td>
</tr>
<tr>
<td>N(_2) is Lys</td>
<td>+</td>
<td>7.22</td>
<td>93</td>
</tr>
</tbody>
</table>

C\*: Consequent; +: Stabilizing; -: Destabilizing; SU: Support; CO: Confidence.

4.3 Reliability validity of rule induction algorithms

Based on 10-fold cross-validation, the rules derived by decision table algorithm discriminate the stabilizing and destabilizing mutants with AC, SE, and SP of 82.2%, 76.3% and 88.5%, respectively [12]. For 5-fold, AC, SE and SP are 78.3%, 66.7% and 90.8%, respectively. In addition, we employed a back-propagation neural network with three layers, showing lower accuracy of 68.3%. The results showed that the induction algorithm may mine reliable rules from the protein mutant dataset.

On the other hand, we also tested the performance of decision tree algorithm. The results showed that the obtained AC, SE and SP were 70.0%, 62.4% and 78.2%, respectively.

4.4 Correctness and coverage analysis for mined rules

We further analyzed the rules mined by decision table algorithm. Figure 3 exhibits the distribution of rules based on confidence. It showed that a large proportion of rules have high confidence and there are 83% of rules with confidence above 70%. Interestingly, 46 rules out of 60 rules achieved the confidence of 100%.

In addition, we observed the coverage of rules for the dataset. The support of the rule lies between 0.56% and 13.3% and the cumulative support of total rules reach 85%. For example, the first rule in Table 1 shows support and confidence of 4.44% and 100%, respectively.

4.5 Characteristic comparison of rule induction algorithms

We further compared the characteristic of rule induction algorithms by analyzing three sets of rules obtained from different algorithms and calculated the overall scores for each rule set.

Firstly, our results showed that three rule sets were of slightly different rule length when using the same 8 attributes. The average lengths for rule sets RS\(_A\), RS\(_B\) and RS\(_C\) were 2, 4 and 3, where rule sets RS\(_A\), RS\(_B\) and RS\(_C\) were obtained from decision tree, decision table, and association rule algorithms, respectively.

Secondly, the numbers of three rule sets varied greatly from 1 to 60 as shown in Table 3. Interestingly, RS\(_A\) and RS\(_C\) showed less number of rules but higher SU (8.8 and 7.78, respectively) and CO (86% and 89%, respectively). The results indicated that the association and decision tree algorithms produced more general rules.

Finally, we analyzed the common rules among the three rule sets. The results showed that there was no identical rule found among the sets. Namely, the three kinds of rule induction algorithms may be complementary to this dataset.
4.6 The application of knowledge in discriminating stability change from partial sequence information

For demonstrating the application of mined rules, we developed a method which is based on the rule set to discriminate the stability change upon double mutation from partial sequence information [14].

The method evaluates both (i) the similarity between the rule antecedent and the input information, and (ii) the rule importance to rank the rules in order of the reference level (RL). The consequent of the rule with the highest reference level may provide the most possible solution.

The similarity is quantified by the degree of fit (DF). Assuming that we have N rules (e.g. \( R_i, i = 1, \ldots, N \)) with only two elements of the antecedent (e.g. \( E^1, E^2, i = 1, \ldots, N \)):

- \( R_1: \text{IF } E^1_1 \text{ AND } E^2_1 \text{ THEN } C_1, \)
- \( R_2: \text{IF } E^1_2 \text{ AND } E^2_2 \text{ THEN } C_2, \ldots, \)
- \( R_N: \text{IF } E^1_N \text{ AND } E^2_N \text{ THEN } C_N, \)

where \( C_i \) is the consequent of rule \( R_i \). If the elements of the known sequence information are given as set \( E \), then the score of the degree of fit (DF) for rule \( R_i \), is calculated by: \( \text{DF}_i = \Phi / 2 \), where \( \Phi \) is the number of the intersection between sets \( E \) and \( \{ E^1_i, E^2_i \} \).

The importance of each rule was evaluated by the important level (IL) which is calculated from different measures of a rule. In this case, we have two measures (i.e. SU and CO) and users can weight the measures in terms of fuzzy numbers [24],[25] “unimportant”, “rather unimportant”, “moderately important”, “rather important”, and “very important”. Then the importance of the rule is calculated by fuzzy weighted average [26][27][28] as the following expression:
\[ y = \sum_{j=1}^{n} w_j x_j/\sum_{j=1}^{n} w_j = f(x_1, \ldots, x_n; w_1, \ldots, w_n), \]

where \( w_j \) (represented by fuzzy sets or fuzzy numbers) is the weight for the measure \( x_j \); \( n \) is the number of the measures.

Accordingly, the reference level of a rule \( R_i \) is calculated by: \( RL_i = DF_i \times IL_i \), namely, the multiplication of \( DF_i \) (the degree of fit between the input and rule \( R_i \)) and \( IL_i \) (the importance level of rule \( R_i \)).

We have also implemented a web service for discriminating stability change upon double mutation from partial sequence information using the proposed method (named TANDEM, predicting stability change upon double mutation). The web service is free to access at http://bioinformatics.myweb.hinet.net/tandem.htm. The input page for the service is shown in Figure 4, which takes the information of wild-type, mutant and three neighboring residues for two mutation sites as input. Users may assign the known or unknown residue information on two mutation sites for a prediction. Further, users may also assign different intuitive terms (e.g. unimportant or very important) to weight each measure. The output page after users submit is shown in Figure 5, which displays the information about the rule with the highest reference level along with the antecedent, consequent and reference level.

5 Conclusions and Future Works

In conclusion, we presented a knowledge discovery approach on predicting stability change for protein mutants. This approach integrates different data mining techniques to develop reliable rules, then evaluates and examines the knowledge.

Furthermore, we also demonstrated that the application of knowledge of mined rules by developing a fuzzy query method, which may discriminate protein stability change upon double mutation from partial sequence information.

The observations on the experimental results demonstrated that the present approach may serve as an effective tool in biomedical informatics for helping our understanding in predicting protein stability change upon double mutation. It is suggested that the present approach can be adopted to develop the potential knowledge and increase the understanding of predicting protein stability change upon double mutation.

Although this study has already outlined the framework of knowledge discovery in predicting protein stability change, it also brings several new future works. Firstly, more attributes including secondary structure, conservation score, and contacts may be included into the present approach for more analyses. Another promising future direction is to extend the knowledge discovery approach to other important issues in biology and medicine and more researches will benefit by this approach.
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