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Abstract: In this paper, a numerical scheme is introduced for solving a linear system of fractional delay integro-differential equations

(FDIDEs). The fractional derivative is considered in the Caputo sense. The spectral least squares method with the aid of the first

kind Chebyshev polynomials was introduced to treat the proposed systems. The suggested method reduces this type of system to the

solution of a block system of linear algebraic equations. To demonstrate the accuracy and applicability of the presented method some

test examples are provided. Numerical results show that this approach is easy to implement and accurate when applied to the proposed

system of FDIDEs.
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1 Introduction

Many problems can be modeled by integro-differential
equations (IDEs) from various sciences and engineering
applications. The inclusion of fractional calculus greatly
enriched the consideration of applications of IDEs and
made the base of applications much wider than before.
Both fractional Fredholm and Volterra types play a pivotal
role in the modeling and applications. A particularly rich
source is an electric-circuit analysis [1], the control of
systems and the activity of interacting inhibitory are all
governed by fractional integro-differential equations
(FIDEs) [2]. Many applications to floating structures and
viscoelastic [3,4] and some computational neuroscience
are modeled by FIDEs [5].

Recently, several numerical methods treat systems of
FDEs and have been given. The authors in [7,23] are
applied the collocation method for solving the following:
non-linear fractional Langevin equation involving two
fractional orders in different intervals and fractional
Fredholm IDEs. Chebyshev collocation method is
introduced in [8,9,10,16] for solving multi-terms FDEs,
non-linear Volterra, and Fredholm The authors in [11] are

applied the variational iteration method for solving FIDE
with the non-local boundary conditions. Adomian
decomposition method is introduced in [17] to employ
FIDEs. References[8,13,14] used the Homotopy
perturbation method for solving non-linear Fredholm and
systems of linear FIDEs. Taylor series collocation method
is introduced in [6] for solving linear FIDEs of Volterra
type. In [27] numerical solution of fractional
integro-differential equations by least squares method and
shifted Laguerre polynomials pseudo-spectral method.
The appearance of a delay in the argument enriches the
meaning and history of the variables. The
integro-differential equations that have fractional
derivative and their argument being delayed are called
fractional delay integro-differential equations (FDIDEs).

In this paper, the least-squares method with aid of
Chebyshev polynomials of the first kind is used to
approximate systems of FDIDEs [28,29]. The spectral
least-squares method has been studied in [24,25,26]. In
our previous work [18,19,20,21,22] we introduce some
spectral solutions to delay FDEs and FIDEs, and this
work is more developable and generalized to systems.
The introduced system of fractional delay
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integro-differential equations (SFDIDE) of the general
form is:

n

∑
s=1

Qsi
(x)y

(αsi
)

s (x− τsi
)+

n

∑
r=1

Pri
(x)y

(hri
)

r (x) =

fi(x)+

∫ x

a
ki(x, t)

(

n

∑
k=1

βki
yk(t)

)

dt,

(1)

with supplementary conditions

y
( j)
i (ζi) = bi j, i = 1, · · · ,n, j = 0,1, ...⌈αsi

⌉− 1,

such that m − 1 < αsi
≤ m, αsi

≥ 0, hri
are integers

∈ {0, 1 · · · ,m}, m ∈ N0. Where y
(α)
i means Dα yi(x) and it

indicates the αth Caputo’s fractional derivative of yi(x)
and we note that: the symbol Dα is used instead of C

0 Dα
x

for short. Additionaly, fi(x), Qsi
(x), Pri

(x), ki(x, t) are
given functions, βki

∈ R, x, t are real varying in the
interval [a,b] and yi(x) are the unknown functions to be
determines.

2 Preliminaries and notations

In this section, we present some necessary definitions and
mathematical preliminary theories required for our
subsequent development.

2.1 The Caputo’s fractional derivative

Definition 1. The Caputo’s fractional derivative operator
Dv of order v is defined in the following form:

Dvg(x) =
1

Γ (m− v)

∫ x

0

g(m)(t)

(x− t)v−m+1
dt, v > 0,

where, m− 1 < v, m ∈ N0 and x > 0.
Similar to integer-order differentiation, Caputo’s fractional
derivative operator is a linear operator:

Dv
k

∑
i=1

λigi(x) = λ1Dvg1(x)+λ2Dvg2(x) · · ·+λkDvgk(x)

=
k

∑
i=1

λiD
vgi(x),

where, λi are constants.
For the Caputo’s derivative we have [12].

DvC = 0, C is a constant, (2)

Dvxn =

{

0, for n ∈ N0 and n < ⌈v⌉;
Γ (n+1)

Γ (n+1−v)x
n−v for n ∈ N0 and n ≥ ⌈v⌉.

(3)

We use the ceiling function ⌈v⌉ to denote the smallest
integer greater than or equal to v, and N0 = {0,1,2, · · ·}.
Recall that for v ∈ N0, the Caputo’s differential operator
coincides with the usual differential operator of integer
order.

2.2 Chebyshev polynomials of the first-kind

The Chebyshev polynomials Tn(x) of the first kind are
orthogonal polynomials of degree n in x defined on the
closed interval [−1,1] as:

Tn(x) = cos(nφ),

where cosφ = x and φ ∈ [0,π ]. The polynomials Tn(x) be
generated by using the following recurrence relation with
its initials

Tn+1(x) = 2xTn(x)−Tn−1(x), T0(x) = 1, T1(x) = x,

n = 1,2, ... .

The Chebyshev polynomials Tn(x) can be expressed in
terms of the power xn in different forms found in [18,19,
20,21,22], one of them is

Tn(x) =
⌈n/2⌉
∑
k=0

c
(n)
k xn−2k, (4)

where

c
(n)
k = (−1)k2n−2k−1 n

n− k

(

n− k

k

)

, 2k ≤ n.

Theorem 1. (Chebyshev truncation theorem) [15].

The error in approximating the well defined function
φ(x) by the sum of its first m terms is bounded by the sum
of the absolute values of all the neglected coefficients. If

φm(x) =
m

∑
i=0

biTi(x), (5)

then

ET (m)≡
∣

∣

∣

∣

φ(x)−φm(x)

∣

∣

∣

∣

≤
∞

∑
k=m+1

|bi|, (6)

for all φ(x), all m, and x ∈ [−1,1].

Corollary 2.1. x and t are the independent variables of (1),
a ≤ x, t ≤ b or they belong to [a,b], and the interval [a,b]
is the intersection of the intervals of the different exists
delayed arguments and [−1,1], i.e.

x, t ∈ [a,b] = [τsi
,1+ τsi

]
⋂

[−1,1], and τsi
< 1.
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3 Numerical scheme

In this section, the least squares method with aid of
Chebyshev polynomials is applied to study the numerical
solution of the proposed system of fractional
integro-differential with delay (1). The method is based
on approximating the unknown functions yi(x) as:

yi(x) =
m

∑
j=0

ai
jTj(x), −1 ≤ x ≤ 1, (7)

where, Tj(x) is the Chebyshev polynomial of the first kind

and ai
j, i = 1,2,3, · · · ,n, are constants.

Substituting (7) into (1), we obtain

n

∑
s=1

Qsi

[

m

∑
j=0

ai
jD

αsi Tj(x− τsi
)

]

+
n

∑
r=1

Pri

[

m

∑
r=0

ai
rD

hri Tr(x)

]

= fi(x)+

∫ x

a
ki(x, t)

(

n

∑
k=1

βki

[

m

∑
j=0

ak
jTj(t)

])

dt.

(8)

Hence, the residual equation is defined as:

Ri(x,a
i
0,a

i
1, · · · ,ai

m) =
n

∑
s=1

Qsi

[

m

∑
j=0

ai
jD

αsi Tj(x− τsi
)

]

+

n

∑
r=1

Pri

[

m

∑
r=0

ai
rD

hri Tr(x)

]

−

∫ x

a
ki(x, t)

(

n

∑
k=1

βik

[

m

∑
j=0

ak
jTj(t)

])

dt − fi(x).

(9)

Let

Si(a
i
0,a

i
1, · · · ,ai

m) =

∫ b

a
[Ri(x,a

i
0,a

i
1, · · · ,ai

m)]
2 w(x) dx,

(10)

where, w(x) is the positive weight function defined on the
interval [a,b], in this work we take w(x) = 1, then (10)
obtains as:

Si(a
i
0,a

i
1, · · · ,ai

m) =
∫ b

a

{

n

∑
s=1

Qsi

[

m

∑
j=0

ai
jD

αsi Tj(x− τsi
)

]

+

n

∑
r=1

Pri

[

m

∑
r=0

ai
rD

hri Tr(x)

]

−

∫ x

a
ki(x, t)

(

n

∑
k=1

βik

[

m

∑
j=0

ak
jTj(t)

])

dt − fi(x)

}2

dx.

(11)

So finding the values of ai
j, j = 0, · · · ,m which minimize

Si is equivalent to finding the best approximation for the

solution of the SFDIDE (1). The minimum value of Si is
obtained by setting

∂Si

∂ai
j

= 0, j = 0,1, · · · ,m, (12)

∫ b

a

{

n

∑
s=1

Qsi

[

m

∑
j=0

ai
jD

αsi Tj(x− τsi
)

]

+

n

∑
r=1

Pri

[

m

∑
r=0

ai
rD

hri Tr(x)

]

−

∫ b

a
ki(x, t)

(

n

∑
k=1

βki

[

m

∑
j=0

ak
jTj(t)

])

dt − fi(x)

}

×
{

n

∑
s=1

Qsi

[

m

∑
j=0

Dαsi Tj(x− τsi
)

]

+
n

∑
r=1

Pri

[

m

∑
r=0

Dhsr Tr(x)

]

−

∫ x

a
ki(x, t)

(

n

∑
k=1

βki

[

m

∑
j=0

Tj(t)

])

dt

}

dx = 0.

(13)

The above system of equations (13) for j = 0, · · · ,m
forms a block system of n(m + 1) × n(m + 1) linear
equations with n(m+ 1)× n(m+ 1) unknown coefficients
ai

j this system can be formed by using matrices form as
follows:

W̃ ·A = F̃ , (14)

where A is the unknown coefficients vector, and

W̃ =

















W00 W02 · · · W0n

W11 W12 · · · W1n

...
...

...
...

Wn1 Wn2 · · · Wnn

















, (15)

F̃ =





















F0

F2

...

Fn





















, (16)

Wi j =






















∫ b
a Ri(x,a

i
j)γ

i
0dx

∫ b
a Ri(x,a

i
j)γ

i
0dx · · · ∫ b

a Ri(x,a
i
j)γ

i
0dx

∫ b
a Ri(x,a

i
j)γ

i
1dx

∫ b
a Ri(x,a

i
j)γ

i
1dx · · ·

∫ b
a Ri(x,a

i
j)γ

i
1dx

...
...

...
...

∫ b
a Ri(x,a

i
j)γ

i
mdx

∫ b
a Ri(x,a

i
j)γ

i
mdx · · · ∫ b

a Ri(x,a
i
j)γ

i
mdx























,

(17)
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Fi =























∫ b
a fi(x)γ

i
0dx

∫ b
a fi(x)γ

i
1dx

...

∫ b
a fi(x)γ

i
mdx























, (18)

where

Ri(x,a
i
j) =

∫ b

a

{

n

∑
s=1

Qsi

[

m

∑
j=0

ai
jD

αsi Tj(x− τsi
)

]

+

n

∑
r=1

Pri

[

m

∑
r=0

ai
rD

hri Tr(x)

]

−

∫ x

a
ki(x, t)

(

n

∑
k=1

βik

[

m

∑
j=0

ak
jTj(t)

])

dt − fi(x)

}

,

(19)

γ i
j =

{

n

∑
s=1

Qsi

[

m

∑
j=0

Dαsi Tj(x− τsi
)

]

+
n

∑
r=1

Pri

[

m

∑
r=0

Dhri Tr(x)

]

−
∫ x

a
ki(x, t)

(

n

∑
k=1

βik

[

m

∑
j=0

Tj(t)

])

dt

}

,

j = 0, · · · ,m, i = 1, · · · ,n.
(20)

Using the properties of fractional calculus (3), proposition
(4) and the binomial expansion theorem, one writes

Dαsi Tj(x− τsi
) =

⌈ j/2⌉
∑
k=0

c
( j)
k Dαsi (x− τsi

) j−2k =

=
⌈ j/2⌉
∑
k=0

c
( j)
k

j−2k

∑
l=0

(

j− 2k

l

)

(−τsi
) j−2k−l Γ (l + 1)(x)l−αsi

Γ (l + 1−αsi
)
,

(21)

also,

Dhri Tr(x) =
⌈r/2⌉
∑
k=0

c
(r)
k Dhri (x)r−2k

=
⌈r/2⌉
∑
k=0

c
(r)
k

(r− 2k)!

(r− 2k− hri
)!
(x)r−2k−hri ,

(22)

where c
( j)
k and c

(r)
k given in (2.2). By solving the above

linear system (14) we obtain the values of the unknown
coefficients and consequently the approximate analytic
solutions of (1) obtained.

4 Numerical examples

In this section, the Chebyshev polynomials with least
squares method have been applied for solving systems of
linear fractional delay integro-differential equations with
known exact solution to exmamin the proposed method.
All results are obtained by using codes ranning on
Mathematica 10.0 packge.

Example 1. Consider the following system of linear
fractional integro-differential equation with delay

D
3
4 y1(x− 1)+D

3
4 y2(x− 1)+ y′2(x) = f1(x)+

∫ x

0
(x+ t)[y1(t)+ y2(t)] dt,

D
3
5 y2(x− 1)+ y1(x) = f2(x)+

∫ x

0

√
xt2[y1(t)− y2(t)] dt.

(23)

Subject to y1(0) = 0, y2(0) = 0, and

f1(x) =−1+ 2x− 7x4

12
+

9x5

20
+

4x1/4(−15+ 8x)

5Γ
[

1
4

] −

8x1/4(15+ 4x(−9+ 4x))

15Γ
[

1
4

] ,

f2(x) = x− x3 − x9/2

2
+

x11/2

5
+

x13/2

6
+

5x2/5(−21+ 10x)

14Γ
[

2
5

] .

The exact solutions of this system y1(x) = x − x3,
y2(x) = x2 − x. Applying the least squares method with
aid of Chebyshev polynomials Tj(x), as mentioned in
previous section, j = 0, · · · ,m, at m = 4, n = 2 to the
system of the linear fractional delay integro-differential
equation (23) and we obtain a system of linear equations
with five unknown coefficients ai

j. The solution obtained
using the suggested method as:

a1
0 =−6.0984 ∗ 10−14, a1

1 = 0.25, a1
2 =−1.60035 ∗ 10−13,

a1
3 =−0.25, a1

4 =−1.0077 ∗ 10−13,

a2
0 = 0.5, a2

1 =−1, a2
2 = 0.5,

a2
3 = 1.78626 ∗ 10−13, a2

4 =−9.84045 ∗ 10−15.

The numerical results are showing in figure.1 It is evident
that the overall errors can be made smaller by adding new
terms from the series (5). Comparisons are made between
approximate solutions and exact solutions to illustrate the
validity and the great potential of the proposed technique.

Example 2. Consider the following system of fractional
integro-differential equation [13]

D
1
4 y1(x− 1)+ y′2(x) = f1(x)+

∫ x

0
(x+ t)[y1(t)+ y2(t)] dt,

D
1
5 y2(x− 1)+ y1(x) = f2(x)+

∫ x

0
(x− t) [y1(t)− y2(t)] dt.

(24)
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Fig. 1: Results for example (1).

Subject to y1(0) = 1, y2(0) = 0 and

f1(x) =−1− 3x2

2
+

29x3

6
+

7x4

12
− 11x6

30
+

8(7− 4x)x3/4

21Γ
[

3
4

] ,

f2(x) = 1− 3x2

2
− x3

6
+

x4

12
+

x6

30
+

25x4/5(−399+ 4x(133+5x(−19+5x)))

1596Γ
[

4
5

] .

with exact solution y1(x) = 1 − x2, y2(x) = x4 − x.
Similarly, as in example.1 applying the least squares
method with Chebyshev polynomials Tj(x), m = 4 at
n = 2 to the fractional integro-differential equation (24)
the numerical results are showing figure.2 and we obtain
the approximate solution as:

y1 = 0.5− 3.72906 ∗10−12(x)− 0.5(2x2− 1)+ 8.68425∗
10−13 × (4x3 − 3x)+ 4.45434 ∗10−13(1− 8x2+ 8x4),

y2 = 0.375− x+ 0.5(−1+2x2)− 8.38486 ∗ 10−13×
(−3x+ 4x3)+ 0.125(1− 8x2+ 8x4).

The solution obtained using the suggested method is in
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Fig. 2: results for example (2).

excellent agreement with the already exact solution and
show that this approach can be solved the problem
efectively. It is evident that the overall errors can be made
smaller by adding new terms from the series (5).
Comparisons are made between approximate solutions
and exact solutions to illustrate the validity and the great
potential of the proposed technique.
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Example 3. Consider the following system of integro
differential equations of fractional order[30]

D
3
4 y1(x) =

1

Γ (1.75)
x

3
4 − x3

3
+ xcos(x)− sin(x)+

∫ x

0
[sin(t)y1(t)+ y2(t)] dt,

D
1
2 y2(x) =

2

Γ (2.5)
x

3
2 +

x3

4
+

3

16
x4+

∫ x

0
−3

4
[y2(t)+ y3(t)] dt,

D
3
4 y3(x) =

6

Γ (3.25)
x

3
9 +

x2

2
+

x3

3
+

x4

4
−

∫ x

0
[y1(t)+ y2(t)+ y3(t)] dt.

(25)

Subject to y1(0) = 0, y2(0) = 0 and y3(0) = 0 the exact
solution of this system is y1(x) = x, y2(x) = x2 and
y2(x) = x3. Similarly, as pervious in examples.1 and 2
applying the proposed method m = 3 at n = 3 to the
fractional integro-differential equation (25), and we
obtain the approximation solution as:

y1 = 7.88698 ∗ 10−10+ x+ 2.62372 ∗ 10−9(−1+ 2x2)+

1.02391 ∗ 10−10(−3x+ 4x3),

y2 = 0.5+ 2.61514 ∗10−10x+ 0.5(−1+ 2x2)+

1.22512 ∗ 10−10(−3x+ 4x3),

y3 =−1.03378 ∗ 10−8+ 0.75x+ 2.94291∗10−10

× (−1+ 2x2)+ 0.25(−3x+ 4x3).

The numerical results are showing in Figure.3, 4 and the
comparision of the absolute errors between the exact
solution and the approximate solution with the method in
[30]. Tables 1, 2 and 3 show the absolute error between
the exact and the approximate solutions comparing with
results of [30].

Table 1: The absolute error between the exact solution and the

approximate solution for example (3)

x absolute error y1 absolute error y1

N = 3 N = 16[30]

0. 0 0

0.1 1.1×10−9 1.6×10−3

0.2 4.4×10−10 7.4×10−4

0.3 4.1×10−10 8.1×10−4

0.4 1.3×10−9 1.8×10−3

0.5 2.4×10−9 4.1×10−3

Table 2: The absolute error between the exact solution and the

approximate solution for example (3)

x absolute error y2 absolute error y2

N = 3 N = 16[30]

0. 0 0

0.1 1.2×10−8 2.6×10−3

0.2 1.2×10−8 1.8×10−3

0.3 1.2×10−8 1.1×10−3

0.4 1.1×10−8 1.2×10−4

0.5 1.1×10−8 3.1×10−3

Table 3: The absolute error between the exact solution and the

approximate solution for example (3).

x absolute error y3 absolute error y3

N = 3 N = 16[30]

0. 0 0

0.1 1.06×10−8 6.5×10−4

0.2 1.06×10−8 1.1×10−3

0.3 1.06×10−8 2.0×10−3

0.4 1.06×10−8 8.7×10−4

0.5 1.07×10−8 4.1×10−3
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Fig. 3: results for example (3)
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Fig. 4: results for example (3)

5 Conclusion and Remarks

In this article, we introduced an accurate numerical
technique for solving a system of linear fractional delay
integro-differential equations (FDIDE). An approximate
formula for the Caputo’s fractional derivative of the first
kind Chebyshev polynomials obtained in terms of
themselves in matrix forms. The spectral least squares
method with the Chebyshev polynomials was introduced
to treat the proposed systems. This work is more
developable and generalized to systems of FDIDE. The
results show that the algorithm converges as the number
of terms is increased and the errors are decreased. Some
numerical examples are presented to illustrate the
theoretical results and compared with the results obtained
by other numerical methods.
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