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Abstract: There are several methods of handling missing data in sasyheys, which is a typical problem of non-response.
Imputation(fill-in) method is one of the methods to deal with non-resggnThe term Imputation refers to the process of assigning
one or more values to an item when there is no reported vatuddoitem. Many forms of imputation are available, inchgliimean
imputation, ratio method of imputation, hot deck imputafi@old deck imputation, regression imputation, etc. Inentégpast, a
number of efficient compromised imputation strategies hasnbproposed by several survey statisticians.This papggests a
one-parameter family of estimators, popularly known astdtatype Estimator (FTE), with compromised imputationagtgy and
discusses its properties. The proposed strategy has besemvetl to be more precise than other compromised estimataisr
optimality conditions. To support the discussed resufts,relative efficiencies of the estimator have been obtaiséty four sets of
empirical data.

Keywords: Compromised imputation, one-parameter family of estimgtoptimum estimator, relative efficiency.

1 Introduction

Basic sampling theory assumes that the variable of intéseseasured on every unit in the sample without error; but
errors may arise in many situations. Besides sampling ,enioich is an essential part of a sample survey, sometimes
non-sampling errors and particularly, non coverage is &egsgrious problem because of the simple reason that the
sample tends to be unrepresentative of the population andstimates are biased (Thomps@8]). Non-response (or
non-coverage) is an inherent characteristic of any typeoptifation and, therefore, cannot be eliminated by any means
rather, efficient methods are to be developed for estimatimulation parameters with the help of missing data so
obtained.

A common technique for handling non-response is imputatidrere the missing values are filled in to create a complete
data set that can be analysed with traditional analysis edstht is important to note that usually sample surveys are
considered with the goal of making inferences about pojmrajuantities such as means, variances, correlations and
regression coefficients, and the values of individual casése data set are not the main interest. Thus, the objective
Imputationis not to get the best possible predictions of the missingeglbut to replace them by plausible values in
order to exploit the information in the recorded variablastlie incomplete cases for inference about population
parameters (Little and Rubin,[4]).

Mean imputation, hot deck imputation, regression impatatratio imputation are all single imputation in the serss t

a single value is imputed for every missing value to produceraplete data set. To deal with missing values effectively
Kalton et al[1] and Sande[9] suggested imputation methods that makecamiplete data set structurally complete and
its analysis. Leeet al ([2],[3]) used the information on an auxiliary variable for the pugpo$ imputation. Based on
auxiliary variable,recently Singh and Horn [14] and Singhal [15 suggested some compromised methods of
imputation.

The purpose of this paper is {0 suggest a one parameter family of estimators for populatiean using compromised
imputation strategy under the assumption of presence ofegponse in the population and with the aid of information
on an ancillary characteristi¢ii) discuss some of its salient propert{@s) show its supremacy over some existing
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compromised estimators afind) apply the proposed strategy on some empirical populatmngidstration purpose. The
overall study reveals that the proposed imputation styategrks efficiently in a variety of situations.

2 The problem and notations:

Let a simple random samp&of sizen without replacement be drawn from a finite populatibe= (y1,y2, ...,yn) of size
N and with study characteristi¢. Let (Y, X) be the population mean for the study variaflend auxiliary variableX
respectively. It is presumed that the sample consists oSparding units(r < n) belonging to a set R and (n-r)
non-responding units belonging to the &&t Further, let for every unit € R, the valuey; is observed and for the unit
i € RC, the valuey; is missing for which suitable imputed value is to be derivéok this purpose, thith value of the
auxiliary variable is used as a source of imputation for mgslata when € RC.

In what follows, we shall use the following notations:

Z: Stands for either variabé or variableX.

Z,: Sample mean based on n observations for varizble

Z: Sample mean of the responding units based on r observétiotie variableZ.
S2: Population mean square for the variale

Cz: Coefficient of variation (CV) for the variablé ; szﬁ.

p: Coefficient of correlation between variab&ndX in the population.

yi : Imputed value for théh value ofy; (i=1,2,3....n).

BN, BN, Brn: Finite population corrections (fpc)t — &), (2 — &), (£ — 1) respectively.

3 Someimputation strategies:

Before suggesting the proposed imputation strategy, wé sfention here some existing imputation strategies for
readiness of the material which has a direct relevance wighpresent work. We shall denote by (D,T) a sampling
strategy wher® stands for simple random sampling without replacement 8aghpcheme and for an estimator for
population meaiY. Followings are some imputation methods and corresporséingpling strategies :

(@).0,Yr ): Mean method

Here
_Jyif ieR
yJ‘{;ﬁif iR (1)
The corresponding point estimator and its bias, B(.) andvsgaare error (MSE), M(.) are derived as
_ 1 _
Yn = ﬁZy.i =V 2)
IS
Bly:] =0 3)
M[YF] = er,NY_ZC% (4)
(b).(D,yraT): Ratio method
i if ieR
y"_{b>qif e R ®)
whereb = % Then the point estimator, its bias and MSE are given by:
ieRA
_ — Xn
YRAT =Y = (6)
Xr
B(YRAT) = 6r.nY [C% — pCyCx] )
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M (YRaT) = B:NY?Cy? + 6:n[Y]? [CZ — 2pCxCy ] (8)
(€).(D,ycomp): Compromised method( Singh and Horn, [14])

n ~
a-yi+(1—a)bx if ieR
yi = Gt L)t ©
(1—o)bx if ieRe
The point estimator is
ycomp = ay; + (1 — a)bxg (10)
o being a suitable constant with
B(Ycomp) = (1— @) 6nY [Cf — pCyCx] (11)
M (Ycomp) = BNY?CE + 6inY? [(1— a)?CE — 2(1— a)pCxCy] (12)

Some other compromised estimators are proposed by 8irgjti16] and Singtet al [15].

4 (D, Ty):Proposed imputation strategy and compromised estimator :

Based on an unknown constédnt 0, we now propose the following imputation strategy andesponding one parameter
family of estimators]y as

yi= k?yi+(1—k)qq<if ieR (13)
Tl -k if icRe

where@ = yr Y {k %, xs}. Here {k, X, Xs} is a function ofk, x; andxs such that

— — n{tuK}.
k rsAsy = 1 14
X = ) (o
160) =4 K+ (1400 < 5i=12,
_ B _ C )
ul=arterc 2N ariEro)
A=(k—1)(k—2),B=(k—1)(k—4),C=(k—2)(k—3)(k—4)
andf = N,)Q:SE+(1—S)>?, s= HLn
The corresponding point estimator for population m¥af is then obtained as:
Te=Yr [k+ (1=K {k X, Xs}] (15)

Remark 1: It is evident thafly defines a family of estimators under compromised imputdtomissing values in the
sample; k being the parameter. In fact, a comparisoR @fith Xoe (t), defined in Singlet al[19], reveals thaly could be
considered a FTE, initially defined by Singh and Shuldi@ and Shukla[10], with compromised imputation in the
presence of non-response.The other contribution on FTHw¢o Shuklat al[12] and Singh and Shukl4§].

Remark 2: Letting the value ok = 1 and 4, itis seen thdi= T4 = y;, the estimator under mean method of imputation

v a
and fork =2, o=y, [2 — %} , an estimator equivalent to Sahai and R8jyestimatorysg= yn [2 — (%) }
r
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5 Properties of the proposed family :
5.1 Theorem 1:

The bias and MSE of the proposed stratéDyTi ) to the terms of order 1 1) are given by

B[Tk] = Y6~ (1K) (di — dp) { pCyCx — dpC3 } (16)

MITi = Y26 [CF + (1— k) (dh — 6)°CE +2(1— k) (d — dz) PCCx (17)
whered _A+fsB+C , A+ fB+Cs
AYfB+C' 2 ArfB+C’

The proof of the theorem is given in the Appendix.

Corallary 1: The bias and MSE of strategi€B®,y,) and(D, T) are given by

Blyr]=0 (18)

V ] = BnY?CY (19)

B[T2] = 2Y6ns{pCyCx — C3} (20)

M [To] = V26, {CZ + (1+25)°CF +2(1+25) pOrCx } 21)

Letting k=1 and therebyl; =1 , d, =s andk=2 and hence; =—2s, d, =1 in (16) and (17), the above expressions are
straight forward.

5.2 Optimum estimator in the family:

Theorem 2: The optimum choices of the parameter k which minimizgg]Mre the real and positive roots of the equation

C
(1—K) (dy — dp) = —pé = —V(say (22)
and minimum MSE is given by
Mmin[Tk] - er,NY_ZC\Z( (1_ ,D2) (23)
Proof: Re-writingM|[Ty] as
M[Ti] = Y26 {CZ + H2CZ + 2H pCyCx } (24)

whereH= (1 — k) (d1 — dp) and realising that H is a function of k, in order to obtain opim choices of k, we differentiate
(24) with respect to H and equate to zero. Hence we have

0'\0/'LT"] = B, Y2[2HH'CE + 2H'pC/Cx| =0 (25)
! 0H . /
whereH =K SinceH # 0,from(25), we have;
Cy
H :(1—k)(d1—d2):—pc—:—v (26)
X

Thus(22) follows. Further, substituting H frorf26) to (17), we obtain(23).
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Remark 3: A close look of the equatiof22) reveals that it is a fourth degree equation in k. Therefareafgiven
population (known value o¥), one will get four optimum choices & for which M[Ty] would be minimum, having
same values. However, the equation might yield some nepatid imaginary values & Shukla[10] has pointed out
that the equation yields at least one optimum valuke f0 . On simplification of the equatiai22) we have:

—(1-9K'+{V+(1-9) (10+ f)} k¥ —{V(8— )+ (1—9)(35+6f)} K
+{V (23—5f)+ (1—15)(50+9f)} k— {V (22— 4f)+4(1—s)(6+ )} =0 (27)

Remark 4: Since, for a given population, equati¢27) might yield more than one real and positive root, the quastio
arises as to how the appropriate choice of optimum k couldbe amongst these values. A criterion for selecting swatabl
value may be set as follows :

“Out of all real and positive roots of the equation , selectloptimum k which makéB[T,]| smallest. ”

Thus, using the proposed strategy, one can put control doidiseof the estimator along with minimising MSE.

6 Comparison of different strategies:

6.1 Basis of expressions of MSEs

On the basis of expressions of MSEs of different strategisgjiscussed under sections 3 and 4, a comparison of the
strategies can be made under optimality conditions.

6.2 Comparison of (DIy) with (D, y;)
From expressiod) and(23), we haveMpin[Tk] < V (yr) when
Y26, np?C2 > 0, (28)

which is always true. Therefore, proposed imputation sgyais superior to mean imputation method. It is also a trivia
result, agy; is a member of the proposed family.

6.3 Comparison of (DIy) with (D, YraT)

A comparison of expressiori8) with (23) reveals that

Mmin [Tk] < M(yRrat) if

Y2 { 6.0 (Cx — pCy)? + en,Np2c$} >0 (29)
which always holds, implying that the proposed strategyeugtimality condition is always preferable over, frar).

6.4 Comparison of (DIy) with (D, Yycomp)

Before comparing®, ycomp) With (D, Ti), let us find theMmin [Ycomp]- It is obtained as

Mmin [Ycomp| = er,NY_ZC\Z( - er,nY_ZC\Z(pz (30)
for a =1—V. Now comparing,ycomp) With (D, Ty) under optimality conditions, we see thdkin [Tk] < Mmin[Ycomp]
if

BhNY2C2p2 > 0 (31)
which is always true. ThusD( Ty) gives more efficient strategies as compared to comproniispdted strategy
(D,Ycomp) proposed by Singh and Horn [14] under the correspondinignafiity conditions.

(@© 2015 NSP
Natural Sciences Publishing Cor.


www.naturalspublishing.com/Journals.asp

110 NS 2 P. Singh et. al. : On the Use of Compromised Imputation forsMig...

7 Empirical Study :
We now present the comparisons of different strategies @baisis of four data sets:
Population | : (Murthy, [6])

The data gives the number of absentees (Y) and number of veogkfor the 43 factories. For the data, we et
9.651,X=79.465,S% = 43.137 S = 1330255,p=0.661. We taken=20.

Population Il : (Mukhopadhyay, [5])

Here the data represents the quantity of raw materials medj(in lakhs of bales}Y) and number of labourers (in
thousands)X) in 20 jute mills. The following set of values were obtaingd 4150, X=44195, & =95.737,
=1021521,p=0.6521. We take=7.

Population I11 : (Singh and Chaudhary,[13)])

The population is related to the area under wheat in the medioing 1974,(Y) and during (1973)(X) in 34
villages. The following population values were obtained:

Y= 199441,)?:208882,53 = 22564557,S% = 22652046,0=0.9801. We taker=18.
Population 1V: (Shukla et al,[11])

An artificial population of size 200 containing values of maariable Y and auxiliary variable X is given with the
valuesY= 42485,X=18515,S% = 199060,S; = 48.538,p=0.8652. We taka = 30.

Since in a sample of any size, the number of respondents nmrgtyfneam 0 to n (and accordingly the value of s,
0 <s<0.5),itis not out of place to study the behaviour of MSETf under optimality conditions for each of the
populations. Table 1 presents the optimum values of thenpetex along with minimum MSE and bias for some selected
values of r in each population.

The table reveals the following factéi) For each of the populations, there exist two positive reatsf the
equation(27), (ii) with increasing number of respondents in the sample, the M&teases drastically aridi) an
appropriate choice of optimum k can be made under the aitayiven in Remark 4.

Table:2 presents a comparison of different imputationtagias(D,V;), (D,yrat), (D,ycomp) With the proposed
strategy(D, Tx) under the optimality conditions, in terms of MSE,takirsg, 5, 10 and 22 for populations |, I, Il and IV
respectively.

8 Conclusion :

The work presented a compromised imputation strategy uhdescheme D and corresponding point estimator, utilizing
the information on an auxiliary variable on the basis of FThe salient features of the strategy have some extra
advantage over other existing estimators. On the basismflptions of different structures, a comparative studyttier
efficiency of the proposed strategy with some existing stiias showed that it is always preferable over other estirsat
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Table 1: Optimum k and corresponding MSE for different values of r

Population Value ofr(s) Kopt |Bias MinimumMSE
I, N=43,n=20 2(0.09) 3.1364 | 0.09957 11.585
5.2175| 0.28508
4(0.17) 3.1125| 0.03968 5.510
5.3031 | 0.13042
6(0.23) 3.0902 | 0.02082 3.485
5.3879 | 0.07951
I, N=20,n=7 1(0.13) 3.0978| 0.5298 52.287
4.8455| 0.1277
3(0.3) 3.0345| 0.14251 15.595
5.0106 | 0.04505
5(0.42) 2.9782| 0.0694 8.256
5.1726 | 0.02684
I1l, N=34,n=18 2(0.1) 3.1364 | 4.2433 418.327
5.2175| 17.946
4(0.18) 3.1125| 1.579 196.091
5.3031| 8.0802
6(0.25) 3.0902 | 0.7543 122.012
5.3879 | 4.8456
10(0.36) | 3.0949 | 0.1955 62.749
5.7358 | 2.3292
IV, N=200,n=30 4(0.12) 2.7224| 0.0487 12.263
4.7733| 0.00927
12(0.29) 2.6238 | 0.00212 3.921
4.9296 | 0.00706
20(0.4) 2.5338 | 0.0046 2.252
5.084 | 0.00615
22(0.42) | 2.5132| 0.0052 2.025
5.1223 | 0.00597

Table 2: Minimum MSE, optimum values of the parameters for the estnsa/, YraT , Ycomp @and Ty

Estimator | Population| Opt. values of parameter and min MSE R.E.
Vr I 6.186 100
1] 14.3605 100
I 1592.792 100
v 8.053 100
YRAT [ 3.989 155.07
1] 12.586 114.09
1] 629.992 252.82
v 6.419 125.45
Yeomp I 3.988 155.11
Il 12.034 119.33
1] 629.440 253.04
v 6.247 128.90
T | 3.485 177.50
1] 8.252 174.02
1] 62.762 2537.82
v 2.025 397.67
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Appendix
We have
Te=yr [k+ (1 =K@ {k X, Xs}] (32)
where (k)
— —_ N
W= 00y %)
and -
n{t(k)} :ti(k)+{1—ti(k)}x—_;;i =12 (34)

Re-writingn {ti(k)} in terms ofA, B andC and substituting ir{32), Ty becomes:

(A+C)>E+fB>?SH

(A+ fB) X +Cxs (35)

Tc=VYr [k+(1—k){
Now using the large sample approximations
Vi=Y(1l+e),%=Y(1+e)
and the concept of two-phase sampling following Rao anéi$#ttunder the mechanism of missing completely at random
(MCAR) for given r and n, we have:

E(eo) = E(e1) = 0,E(€f) = 6:nCY,E(€]) = 6:nC, E(e1) = 6 npCrCx (36)
. . : . _A+fsB+C _A+fB+Cs .
Converting the expressiofi35) in terms ofey ande; and Iettlngdl—m anddz—m, we can write

Tk, retaining only up to the second powerggfande; as
Te=Y[1+ep+ (1K) (dy— o) (e +eoer — do€})] . (37)

The expressions (37) obtained assuming ftige | < 1 . Since for any choice &, |d,| is always less than 1 ane;| < 1
, hencddyeq| < 1 is a valid assumption. Taking expectation of both the sad€86) and realising thaB[Ty]=E [Ty] — Y,
we have the expressidi6), using the resulté36). Similarly, under the large sample approximations,

M [Ti] = E [Tk — Y]* = Y2E [ep + (1 — k) (ch — dp)er)? (38)

which when solved, yields the expressidr).
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