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Abstract: This paper deal with the problem of estimating the finite population product in the presence of non-response and
measurement error in successive sampling under different situations: (i) when there is non-response and measurement error on first
occasion only; (ii) when there is non-response on first occasion only; (iii) when there is measurement error on first occasion only; (iv)
when there is non-response and measurement error on second occasion only; (v) when there is non-response on second occasion only;
(vi) when there is measurement error on second occasion only. The properties of the proposed estimators are studied and the gain in
efficiency of the proposed estimators over the direct estimate using no information gathered on the first occasion is computed. The
proposed strategy has been compared with other existing estimators and the efficiency conditions have been obtained. An empirical
study is carried out to study the performance of the theoretical findings.

Keywords: Product estimator, successive sampling, non-response, measurement error and gain in efficiency.

1 Introduction

The theory and practice of surveying the same population
at different points of time called repetitive or successive
sampling. Usually, information collected on the same
population from one period to the next. In such a
sampling technique, we perform a partial replacement of
units from one occasion to another. For example, labor
force surveys are conducted monthly to estimate the
employment status, monthly/weekly data on the price of
goods are collected to determine Consumer Price Index
(CPI), political opinion surveys are conducted at regular
intervals to know the voter preference, etc. (Karna and
Nath [1]). In such cases, the use of successive sampling
may be a better alternative to provide an efficient and
reliable estimate. Theory of Successive (Rotation)
sampling started with the work of Jessen [2] by utilizing
the entire information collected in the previous
investigation. Further, this theory was extended by
Patterson [3], Rao and Graham [4], Gupta [5], Das [6],
Chaturvedi and Tripathi [7], Okafor and Arnab [8],
Okafor [9], Feng and Zou [10], Birader and Singh [11],
Singh and Singh [12], Singh and Vishwakarma [13],

Singh and Vishwakarma [14], Singh and Kumar [15],
Kumar [16], Singh and Pal [17,18], etc. In many
situations, information on an auxiliary variable may be
readily available on the first as well as second occasion.
For example, the seating capacity of each vehicle or ship
is known in survey sampling of transportation, the
number of beds in different hospitals may be known in
the hospital surveys, etc. (Singh [19]). In the case of
successive sampling, the auxiliary information is
considered advantageous to utilize the entire information
collected in the previous investigation. Sen [20,21,22]
used the auxiliary information on the first occasion for
estimating the population mean on the current occasion.
Further, Singh et al. [23], and Singh and Pal [24] have
also used auxiliary information on both occasions in
successive sampling. It is very common to experience in
most of the sample surveys that the data cannot be
collected from all the units that are selected in the sample
survey. For example, the selected families (units) may not
be at home on the first attempt and some may refuse to
cooperate with the interviewer, even if contacted. This is
particularly happening in mail surveys, who are requested
to send back their response (Singh and Kumari Priyanka
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[25]). In that case, many respondents do not reply even
after some callbacks. The resulting incompleteness of
sample units is called non-response. Hansen and Hurwitz
[26] suggested a technique of handling non-response
while estimating the population mean by taking a
sub-sample from the non-respondent group. Further, this
technique was studied by Cochran [27], Rao [28], Khare
and Srivastava [29], Kumar et al. [30], Singh and Kumar
[31], etc. It is also experienced that in sample survey, the
researchers also face the problem of measurement error
while collecting the data from the respondents
(individuals). Measurement error is the difference
between the value that is observed and the true value of
the variable in the study. For example, in the survey
regarding household consumption or expenditure, there
may be a great possibility that the respondent may fail to
recall that how much they spend on various items over
time (Kumar et al. [32]). Many researchers have studied
measurement error like Cochran [33], Cochran [34],
Fuller [35], Shalabh [36], Manisha and Singh [37,38],
Wang [39], Allen et al. [40], Singh and Karpe [41,42,43],
Shukla, Pathak and Thakur [44], Sharma and Singh [45],
etc. Further, it is also possible that the problem of
measurement error and non-response face at the same
time. Jackman [46] dealt with both non-response and
measurement error simultaneously in the case of voter
turnout. Dixon [47] also studied the estimation of
non-response bias and measurement error on the data
from Consumer Expenditure Quarterly Interview Survey
(CEQ), Current Population Survey (CPS), National
Health Interview Survey (NHIS), etc. As we know that
very few numbers of studies are available where the
interaction of both non-response and measurement error
are studied together. Azeem [48], Kumar et al. [49],
proposed a class of estimators for estimating the
population mean in the presence of both non-response
and measurement error in the case of stratified random
sampling by utilizing two auxiliary variables which are
highly correlated variable with the variable under study.
Azeem and Hanif [50] were also studied the together
effect of non-response and measurement error for
estimating the population mean in a simple random
sampling scheme. Furthermore, Zahid and Shabbir [51]
have also studied the effect of both non-response and
measurement error for estimating the population mean in
the case of stratified random sampling by using single
auxiliary information. Recently, El-Din et al. [52], Zhao
et al. [53], Almongy et al. [54,55] have studied the
application of different statistical distribution. In the
present paper, we made an attempt to estimate the
population product in presence of non-response and
measurement error in successive sampling over two
occasions. To support the theoretical findings, we
investigate an empirical study.

2 Sample Selection Procedure

Consider the size of the population contains N units.
Assume that the sample size on both occasions is of size
n. Here we use a simple random sampling and ignored the
factor of correction for the population size N is
adequately large (large enough). A simple random
sampling of size n be drawn on the first occasion from a
population of size N. Let y and x are the characteristics
variable on the first and second occasion, respectively.
Here we assume that there is the presence of some
non-response for estimating the population product in
successive sampling. We can divide the population into
two classes, in the first class those who will respond and
in the second class, those who will not respond and the
size of these two classes are N and N,, respectively. By
using simple random sampling n units are selected on the
first occasion and the questionnaire is mailed to the
selected sample units. Out of these n units, a random
sub-sample of size m = np (0 < p < 1) units are retained
(matched) in the second occasion and also an additional
independent (unmatched with t he first occasion) sample
of size u =ng=n—m,(q =1— p) is drawn on the
second occasion from the remaining population (N — n)
units, so that the sample size on the second occasion is
also n. Also, let us assume that in the unmatched portion
of the sample for both occasions u; units respond and u,
units do not respond. Similarly, on the matched portion
my units respond and my units do not respond. Again, a
sub-sample of size my, units are drawn from the
non-respondent class of the matched portion of the
sample for both occasions for collecting information
through personal interviews. Similarly, a sub-sample of
size uyy units is drawn from the non-respondent class of
the unmatched portion of the sample on both occasions.
Also, there is a presence of measurement error associated
with these sample units i.e. V; = x; - X; , Ui = y; - Y; ; for
both occasion, which are random in nature with mean
zero and population variance S%] and S‘z,. S2 and S% are
population variances of X and Y, respectively. C2 , C2 ,
C? and C)z, are the coefficient of variation for variables,
respectively. Also, Pyx , Puy » Pyu and py, are coefficient of
correlation between the variable y and x. In our study,
both non-response and measurement error are present
simultaneously. Following notation are uesd:

x; (y;) : the variable x(y) for the i"" occasion, i = 1,2;

Ty = py, ty, (> = Uy, Uy, ) © the population product on the
first (second) occasion;

71 = fy, A, (T = fiy, Ly, ): the estimator of the population
product on the first (second)occasion;

= B (R, = En). - -
R = e (Ry = %)' the population ratio on the first

(second) occasion,;
Pokk _ Akk Nkk ok ks A kk . :
17 = Ay, b (1, = [y o) @ the estimator of the
population product on the first (second) occasion based
on both non-response and measurement error for the
matched portion.

ARk N kk )

1o = g (Ty = gy )« the estimator of the
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population product on the first (second) occasion based
on both non-response and measurement error for the
unmatched portion.

Thus, we have the following set up

. 'f“ .]’-‘.u
Ist occasion h im
Tk P
sz Tzu
2nd occasion
where

mi I’L)"Iml + mZ/")wmhz mlu}?ml + mz“}’thz

Rk _

e

Yim m Yom m ’
uluylul +M2uyluh2 Mluyhll +u2uy2uh2
IJ,,**:—, IJ,,**:—,
Vu u You u
m IJ'xlm] + mzl'l'xlmh2 A m "Lx2m| + m2”x2mh2
l’LXT* = . ux** = s
m m 2m m
uluxlul +M2"Lxluh2 Mluxzu] +”2”X2uh2
I’LXT;_ u ’ I»Lxg;: u ’
~ _ 1 ym o op _Lym oA 1 v
l'L)’jm, “m Z,’:l Yijis lix]-ml = Z,’:lsz» I'Lyf’"hz o Zl 1Yils

mpo

A~ _1 yu . ~ _1 yu i
My, = mh2 s Lim1 Xt By = gLy Yo By =30 Laly Xjks

0 =Ly . n =L
”yj“h2_”h2 zfr:lyfr’ lJ'xjuhz_u

Up2 . 7 —
> Xy j=1,2.

Now, consider the estimator for population product 7,
on current (second) occasion as:

Dxok ko ko
Tz = aTlu +lem

where (a,b,c,d) are constants.

+ Ty 4-dTy* (1)

We have
E(T};) =E(T},;) = T and E(T3;) = E(T5,,) = T
We find that
E(Ty*) = (a+b)Ti + (c+d)T». )

The estimator fz** be an unbiased estimator of 7>, then we
must have

(a+b)=0and (c+d)=1.

Substituting the values of b and d , we have
L =a(lyy 1) + e+ (1=l Q)

To obtain the variance of f"z** in the presence of

non-response and measurement error, we write

N Kk
"Lylu "L) 1 luo’ uyzu "L)z 2u07
PN EES
”ylm Hy, + lmo ’ ”me Hy, + 2mo7
ok 1y %
IJ'xlu IJ'xl + wxlul’uxz IJ'-’Q + waula
1y _ *
“xl = Uy, + wxlml 7“x2m = Uy, + wx2ml s
where
* _ 1 * * * | * *
wyluo — Vu (wylu + wUlu)’ wyZuo — Vu (wy2u + wUZu)’
* 1 * * * 1 * *
wylmo — Vm (wylm + wUlm) wyZmo — Ym (wyZm + wUZm) 4
* 1 * *
wxlul \f( xlu+leu) x2ul \f(wx2u+wv2u)’
w* 1 ( + ) 1 ((D* + o )
Xlml — \f xlm lem x2ml \/ﬁ xX2m wVZm ’
1 u *
oy, = \/—): (Y — by, ) )214_ T Liz (Vi =ty )

Oy = \/—Z (Yl*z Hy,)- )2m ﬁzgnzl (V35— Hy)-
Oy, = \/—): (X ), 0, = ﬁzzﬂ:l (X3 = by )
O = \/lrz (X ), 03, = ﬁ 1 (X5 = Myy)
Oy, = ﬁzizl Utis Oy = Wzizl Uyi»

O = = X1 U 0, = = X1, U,

Oy, = ﬁz?:lvl*i’ Oy, = %ZL} Vais

1
w‘tlm = ﬁzfn lvl*t’ w;Zm \/ﬁ VZl’
Ul*l yTl ]l’V]l ‘xl — X7

i 1>
UZl y21 YZN VZl = le XZt’

such that

—_—

\]
~

o

D0

w;lmo)z = (521 +S ) +
w;Zmo)z =un (SyZ +50,) +
w:lul)z =1 (83 +Sh) "'2(5)251(2) +Sé1(z))’
w;:Zul)z =2 (SH+5%,) + 7 (S,%z(z) Jr5\2/2(2))
w;lml)z = (S5 +571) +%(S)2c1(2) +S€1(2))’
ml) nl(SQzJFSz )+ Q(Sz()JFSQ @)
wyluowxlul) Syi

a)y ©1)

*
()

= P>2x25315x1 + p)2x2(2)S 2(2)5x2(2) »
Lpyix1Sy1Sur + p)lxl 2)Sy1(2
10205050 + £010002)S120)00) -

2uo x2u1

ylmo xlml

)
y2mo x2m1 )

ylmo y2m0)

mP)leS)lSﬂ + p)lx2 2
mpnyZleSyZ + mpxlyZ 2 le 2

ylmo x2m1)

x1ml y2m0)
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()
()
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@Sy12)5x1(2)
(2)°y2(2)°x2(2)
2 Py1y2Sy1 Sy + mp>l>2(2)S>l(2)Sy2(2) ’
(2)°y1(2)°x2(2)
(2)°x1(2)9y2(2)
(2)°x1(2)°x2(2)

x1ml 2m1)

It can be easily seen that
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A A

Cov(fl’;*,f**) = COV(T** j;;;) = Cov(T** Tz*:)

= Cov(f"**ln%**) = Covl(uf:** T**) =0 "
- 1m>2u ) — 2u)

2m>

where

0 =Wa(k—1),W = (N2/N),k = (uz/up2) = (ma/my),
Syj = (y;Cyj)sSyjo) = (My; Cyji2) )sd = 1,2,

Syj = (ijcxj)vsxj@) = (ijcxj(z));j =1,2,

(C5;.Copnj = 1.2) and  (C};0),Chinid = 1.2,),
respectively denote the coefficient of variation to response
and non-response class  of (xj,yj;j = 1,2).
(PyixjsPyjxj2)id = 1.2.) and (Dyjuj, Pyjuja)ii # 7 = 1,2,).
are the correlation coefficient between y; and x;, for
respondent and non-respondents respectively.

Then, the variance of f“z** is

2,2 2 2
R 1-
Var(T5%) = <—a ”x1>3*+ <—C M Call )ysz*

npq np ng

_ <2aC[,LXl Hx, ) K* (4)
np

B*={A+6Ap},D*={C+6Cpy},

where

K* = [{py1y25y18y2 + RoPy1:2Sy1Sx2 + Ri Pa1y2Sx1 Syo
+ RiR2Px128x1 82} + 0{Py1202)841(2)5y2(2)
+ R2Py1:2(2)Sy1(2)5x2(2) T R1Px1y2(2)5x1(2)512(2)
+ RiR2P:10(2)S51(2)S022) }

A= {S§1 JFS%/I +R%S)2d +R%S%1 + 2R Py1x18y15x1 },
Ap) = {Sh)+ St + RiSh) +RiSh )
+ 2R1Py1:12)Sy12)Sx1(2) |
C = {85+ 50+ R3S% + R3Sy, + 2RapyaaSySa }
> 2 22 22
Ca) = {502 +St0) T R3Sy T R3Sy
+ 2R2py20(2)S2(2)S002) |
R = (13 /03 ) B3 = (w3 /1) -

The variance of 75 is minimum when

a= IO =) )
i (DB — °K?)
and
pD*B* (0)
€= (D*B* _ qZK*Z) = C"P’ (6)

Substitute the optimum value of a amj ¢ from (5) and (6)
in (3), we get the optimum estimator 7, as

A pqiy, D" K* Sk
L™= m (D*I;i — K7 (i =17
X1
pD*B* Poksk
+ (D*B* _ qu*Z) 2m
pD*B* A
+ {] - (D*B* 7q2K*2) sz;* (7)

The variance of T,"* is obtained as

Var(hy") === ((D*B*—qu*z) ©

Note that if g = 0, p = 1, complete matching or p =0,g =
1, no matching, thus the variance of 75** given at (8) has
the same value as

D',

n

Var(f"z***) = 9)

Thus, for current estimates, equal precision is obtained

either by keeping the same sample or by changing it on a
every occasion.

If p,, = Uy, , thus estimator given in (7) is simplified as

A pgD*K* . .
Tz*** = (D*B* _ qZK*Z) (Tl*u* - Tl*':;)
pD*B* ok k
+ (D*B* _ qu*z) 2m
pD*B* N

then the variance is unchanged i.e. same as in (8).

To minimize the variance of 75**, differentiate Var(75**)
with respect to ¢ and equating to zero, we have

_D*B*_\/D*ZB*Z_D*B*K*Q () (]])
q= K*z - CIopt

Thus, the minimum variance of 7,"** is given as

D*”)é D*B* 4 \/D*ZB*Z _ D*B*K*Z
n 2D*B*

min.Var(f‘z***) =

(12)

However, if only the estimate using information gathered

on the second occasion is considered, then the estimator of
the population product is

T = ply, +aly, (13)
The variance of 7** is given as:

R D* 2
Var(f*) = =22 (14)

@© 2021 NSP
Natural Sciences Publishing Cor.



Math. Sci. Lett. 10, No. 3, 71-83 (2021) / www.naturalspublishing.com/Journals.asp

Remark 1: When there is non-response and measurement
error on the first occasion only, then minimum variance
linear unbiased estimator (MVLUE) for the population
product on current occasion can be obtained as follow

Iy =a (fl*u*

— 1)+ chm+(1=c)To  (15)

where

TZm = ,ayzm,axzm, qu = ﬂy2uﬂx2u,
ﬂyzm = Uy, (1 + 82»10) s ﬂxzm = Hx, (] + 82m1) >
ﬂyzu = Hy, (1 + 82140)7 ﬂxzu = Hx, (1 + 82141)7

E(€2mo) E(&m) = E(Szuo) E(&u1) =0,
E (8sz) = ;711C)2’E (82ml) = wCo,
E(ex0)” = Cysz(Szm) Cos
E(&m0€2m ) = = Lpr0CinCa,

E(&u08u1) = %prxQCyZCxZ-

The variance of 75" is given as

2,2 2 2
sk a”Hy * ¢ (1*6) 2
Var(Ty) = | —2 |B* + | — + —— |u2H
ar( 21) ( npq ) + (np + nq "sz

o <2aCNX] uxz ) k[ (16)
np

= {Sh +R3SH +2RS 0},
ki = {Sy1y2 + RaSy1x2 + RiSx1y2 + RiR2Sx1x2 }

where

The variance of 7,{" is minimum when

Pqlx, ki H _ a(l) and = pHB* (1)

opt - (HB*fqzk%) - C()pt

T e (HB*—¢?k3)

Substitute the optimum values of a and ¢ in (15). Thus,
the estimator 757" turns out to be:

A kH . A
By = l—pq”xz o (T - 1i)
l’LX 1

(HB* — ¢°k7)
pHB* A
+ (HB*—C]zk%) 2m
pHB* .
1————— 715, 17
+{ <HB*q2k%>} 2] (an

The variance of 75| is obtained as

H,Lszz (HB* - qk%)
n ((HB*qzk%) (18)

Var(T37) =
The optimum value of ¢ is obtained as

HB* — \/H?B*2 — HB*k? )
= 19)

q= k% =Yopt

Now put the optimum value of g from (19) in (18), we get
the minimum variance of 75" as

Hu2 HB*+ \/H?B*2 — HB*k?
“Xz (20)
n

2HB*

min.Var(T5;*) =

Remark 2: When there is non-response on the first
occasion only, then minimum variance linear unbiased
estimator (MVLUE) for the population product on current
occasion can be obtained as follows

755 = a(T}, — Tiy) + cTom+ (1 =) Ty (1)
where
le = ﬂ;uﬂ;ﬁlu’ Tl*m = ﬂ;1n1ﬂ;1m’

ﬂ;lll = l’L)l (1 +elll0)’ ﬂ;lu = NX] (] +elu1)»
£ = My (14 €1m0)s 1 = Moy (1+€1m1),

E(e1u0) :E(elul) E(elmo) E(eim) =0,
E(en0)* = 4Ch + uCyl( 2 (elul)2 =4Ch+ 2C§1( 2)0
C12)Ca(2)

1 1
E (elml)2 = 5Ca+ nChy;

(
(

E(ewoerul) = _pylxlcylcxl + pylxl
(elmo) =m + mCyl( 2)

E(eimoeim) = pylxleICxl + 20,102 C2)Car2)-

The variance of 7A"2*2 is obtained as

2,2 2 2
25 a 'ux] * C (1 _C) 2
Var(Ty,) = | —— |E _— 4 — H
ar(T5) ( npq ) + <np + e ey,

- <72”C“””)‘2>k1 (22)
np

E*={G+6Gp)}, G= S5} +RiS: +2R1Sy 1.1,
Y\ 2 Q2
G = Syl(Z) +Rle1(2) +2R15y1x1( 2):

where

The variance of Tz*2 1S minimum when

Pl kiH — (2)

—a pHE* _ _ (2)
I'LX] (HE*7q2k%)

and c= = Copr

a= opt - (HE*quk%)

Substitute the optimum values of a and ¢ in (21), the
optimum estimator 75, can be written as

e _ PCZIixzle (A* A )+ pHE* A2
2w (HE —g2) T (HE — g2%k3) ™"
pHE* } .
+ {1 ___PHE 1 23)
(HE* — ¢°k}) ”]

The variance of f"z*z* is obtained as

_ H“Jé (HE” qu%)
oo ((HE*—qzk%) @4

Var ( fz*z* )
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which is minimum, when

HE* — \/H?E*2 — HE*k? @
= (25)

q= k% =Yopt

After putting the optimum value of g from (25) in (24), we
get the minimum variance of 7,5 as

2 * 22 *1,2
Hp?, HE" + \[HE* — HE"I o6
n

2HE*

min.Var(T55) =

Remark 3: When there is measurement error on the first
occasion only, then minimum variance linear unbiased
estimator (MVLUE) for the population product on current
occasion can be obtained as follows

Tyy = a(Tly = Tpp) +cTom+ (1=) T (27)

where

Tlu ﬂylu:uxlu’ Tlm ﬂylm:uxlm’

uy]u = My, + a)y1u0» ux]u = Hy, + Ox1ut»
N N
'LL)’lm = Hy, + @y1mo, :uxlm = Ux, + Oy1mi»

Dyluo = ﬁ ((Dylu + wUlu)» Wylul = ﬁ ((Dxm + wvm),
Oylmo = —+ ((Dylm + 60U1m) Wxlml = ﬁ (wxlm + lem):
E(“’th) = (S +S). E (wx1u1)2 = 5 (S5 +5%1).
E(a)yluowxlu )= P)lxlS)lel,

E(@y1m0)” = 3 (S +51)- E(@am)” = 5 (S +5%).
E(0y1mo®xim1) = Py1x15y15x1.

. Al . .
The variance of 755 is given as

Al Clzﬂz C2 (1 — C)z
Var(Ty;) = LA+ | — ’H
ar( 23) ( npq + np + nq Iva2

o <2aCNX] uxz ) k[ (28)
np

. Al ..
The above variance of 7,5 is minimum when

S N )] _ __pHA _ (3)
= A7) ~ Yo €= Gl = Cop

Substitute the optimum values of a and ¢ in (27),we get

Al pquxzle Al N pHA N
Tyy=|—7r 5 (Tu—Twn) + o5 I-
23 [uxl (Hquzk%)( lu lm) (Hquzk%> 2m
pHA } .
+ {1 - D (29)

(HA—q200) ]

The variance of 72”3 is obtained as
ar =

2 n \ (HA—q*?)

which is minimum, when

— 242 _ 2
HA—\[H?A—HAR

q= =q (€1}
k% Opl

After putting the optimum value of ¢ from (31) in (30), we
get the minimum variance of 72”3 as

All Hﬂz HA+\/H2A2—HA](%
min.Var(T23) (32)

n 2HA

Remark 4: When there is non-response and measurement
error on the second occasion only, then minimum
variance linear unbiased estimator (MVLUE) for the
population product on current occasion can be obtained as
follow

T =a(Tiu—Tim) + T+ (1—c)T5 (33)
where

Tlu - I'L)luux]u» A I'L)lmuxlm’
N)qu — N}r] ( + 81140)» Nx]u — I'Lxl ( + glul)»
ﬂ)’]m = uyl (1 +81mO)» ﬂxlm = uxl (] + glml)»

E(Sluo) =E(e1n) = E(Slmo) E(&m) =0,

E(en)’ = 1B 6)’ = 12

E(eimo)” = rLCqu (e1)” = £C2,
E(€1,0€11) = pylxlelelv

E(&1m0€1m1) = 2 Py1x1Cy1 Cat.

The variance of T24 is given as

2 2
N a c l1—c
Var(T57) = (ﬂ>c+ <_ ) )@n*
npq np nq

- <72“C“)"”)‘2>k1 (34)
np

The variance of fz*f

1S minimum when

pD*G 4)

_ _ Pqixyki Dx (4) —©c
(D*quzk%) opt

=a and c¢=
My (D*quzk%) opt

Substitute the optimum values of a and ¢ in (33). Thus the
estimator 75" becomes

A skokok PCIlixzle* rS o, pD*G 2 ko
5 = Ty—"Tin) + 51
24 ﬂxl (D*G*fqzk%)( lu ln) (D*quzk%) 2m
pD*G ook
+41l——— T 35
{ <D*Gq2k%>} 2"] &

The variance of 75, is obtained as

Nsz* (D*G * qk%)
n < (D*G — ¢2k3) (36)

Var( ***)
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which is minimum, when

D*G—,/D?G*-D*Gk}

2 - CIOpt
kl

q:

Substitute the optimum value of ¢ from (37) in (36), we
get the minimum variance of 75, as

D2 D*G+ /D*2G* — D*Gk?
38
n 2D*G (38)
Remark 5: When there is non-response on the second
occasion only, then minimum variance linear unbiased

estimator (MVLUE) for the population product on current
occasion can be obtained as follows

T5s = a(Tyy — Tim) + Ty + (1) T3, (39)

min.Var(T5;*) =

where

7,\12;71 u)zmuxzm’ 2u ﬁ’)*zuﬂ:zw
”)2m My, (14 €2m0), ”xzm oy (1 + €2m1),
ﬂy2u ”yz(l +eQuO) :uxzu ”xz(l +62ul)’

E(eamo) = E(ezml) E(ezuo) E(ex) =0,
E(e‘zmo) = C + mC)Z( 2); (EQm] )2 = lC + meQ( 2)
E(e2moeam1) = Pyzxzcyszz + 2P0 )z(z)sz(z)
E(en0)* = % >t MC)Q( 2) (e2ul) = qu gc,\zcz( 2)»
E(eue2ut) = 1p22CoC + £0100(2)Cra2) Ca2)-

The variance of T »s 1S given as

2k a 'ux] CZ (1 _C)2 2 %
Var(T)s) = | —— |G — F
ar(T55) ( npq ) + <np + o ey,

- (LC“ il xz)kl (40)
np

F*={H+6Hj)},

where

The above variance of T »5 1s minimum for

P, ki F* (5)

— pF*G (5)
=da
I, (F*G qzk%) opt

and C= "7~ —C
(F*quzk%) opt

a=

Substitute the optimum values of a and ¢ in (39), the
estimator 7,5 becomes

which is minimum, when

F*G—\/F?2G*~F*Gki
O (43)

q= =dopt
22 o

After substituting the optimum value of ¢ from (43) in
(42), we get the minimum variance of 7,5 as

F*ul F*G+\/F2G*— F*Gk

(44)
n 2F*G
Remark 6: When there is measurement error on the
second occasion only, then minimum variance linear

unbiased estimator (MVLUE) for the population product
on current occasion can be obtained as follows

)Ty, (45)

min.Var(T55) =

TZ/G = a(f]u — flm) +Cfém + (1 —
where

A/ N

T

2m — “yQ muxzm s 2u uy2uux2u’

Al

”yzm - ﬂyQ + a)meO, ”sz - IJ')CQ + Wmi,
A~ N

uy2u = I'Lyz + a)y2u07 l’Lx2u = Nxz + waul’

Wyouo = ﬁ (a)yZM =+ wUQu), Wyl = ﬁ (wx2u + (DVQM),
Wy2mo = # (wﬂm + wUZm) > Woml = ﬁ (wam =+ wVZm) >
E(00)” = (S +570). E ()" = (S5 +57).
E (@) = 7 (S +582)- E(@am)’ = 7 (S5 +5%).
E(%Zuowﬂul) = %pnyZSyZsz’

E(wﬂmowﬂml) = %pnyZSyZSxZ

. A . .
The variance of 7, is obtained as

N a’u? 2 (1— c)2
Var(Tys) = <W; G+ T g u; C

- <72”C“””)‘2>k1 (46)
np

. Al .. .
The above variance of 7, is minimized when

Palin,kiC - (6)

pCcG__ _ (6
=a —_—
1) (CG—g?ky) — ~OoP!

and c¢= =c
(CG—q?k}) opt

a =

Substitute the optimum values of a and c¢ in (45), the
estimator of 72/6 turns out to be

o M(A _7 )+ﬂw . M(A ) PreG__ g
57w (FG—gi) " M T (R — g2k2) 1, (CG — g?i2) (CG—i2) ™"
pF*G . { pCG } N
p 1o —Pro g 41 TIPS L A 47)
{ (F*G—qzk%)} 2“] @b (CG—g?3) | ?
The variance of fz*s* is obtained as The variance of 72”6 is obtained as
oy MSF [ (FG—gk}) iy Cug ([ (CG—qh})
Var (T 42) Var(T)) = (48)
(T5) = n ((F*G—qzk%) (T2o) n \ (CG-q*3)
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which is minimum, when

CG —/C*G? — CGk? ©
(49)

q= k% =dopt

After putting the optimum value of g from (49) in (48), we
get the minimum variance of f"2//6 as

o Ccu? CG+ ,/C*G? — CGk?
min.Var(TZG) = (50)

n 2CG

3 Comparisons between Variance of the
estimators

(i) Comparisons between Variance of 7;** and 75,
It can be seen that

Var(T;**) < Var(T37*), if

HB* — kz D*B* — K*Z
ab — g% H> 25 —q9f D* (51)
HB* — q2k2 D*B* — qu*z
1
(ii) Comparisons between Variance of 7;** and 755,
it can be seen that

Var(T;*) < Var(T3y), if
HE* — qk? D*B* — gK*?
— L |H>| ———— |D* 52
(HE*—C]Qk% D*B**qu*z ( )

(iii) Comparisons between Variance of fz*** and fz/g
it can be seen that

Var(fz***) < Var(féé), if

HA — gk? D*B* — gK*?
<HAq2k% H> D*B*_qu*z D" (53)
(iv) Comparisons between Variance of 75** and 757,
it can be seen that

Var(T;**) < Var(T3;*), if
D*G* k2 D*B* _ K*Z
=) > = (54)
D*G — ¢°kj D*B* — g*K*

(v) Comparisons between Variance of 7;** and 75<,
it can be seen that

Var(fz***) < Var(fz*s*), if

F*G — qk? D*B* — gK*?
— = |F">| ——— |D* 55
(F*G _ qzk% D*B* — qZK*Z ( )

. . . A~ Al
(vi) Comparisons between Variance of 75" and T,
it can be seen that

Var(Ty*) < Var(Ty), if

CG — gk} D*B* — gK*?
co—az |€> | gz |27 66
CG—q*k? D*B* — q°K
(vii) Comparisons between Variance of fz*** and 7+,
it can be seen that
Var(T5**) < Var(T**), if
g<l1 (57)

(viii) Comparisons between Variance of 75, and 755,
it can be seen that

Var(T57*) < Var(T55)., if

HE* — gk} [ HB - qk? 58)
HE* — ¢°k} HB* — %3

. . . A Al
ix) Comparisons between Variance of 757 and 7,5,
p 21 23
it can be seen that

Var(T57%) < Var(Tyy), it

HA —qk? [ HB - qk? (59)
HA —¢?k? HB* — ¢?k?

(x) Comparisons between Variance of f‘z*l** and T**,
it can be seen that

Var(T57*) < Var(T**), only if

D* HB* — qk?
— > 5% 60
<H> <HB*—q2k%> (60)

(xi) Comparisons between Variance of 755" and 757,
it can be seen that

Var(T3*) < Var(T55), if

F*G — gk? D*G — gk?
q 12 F* > q 12 D* (61)
F*G — q%k; D*G — ¢%k3

. . . 7.y all
(xii) Comparisons between Variance of 753 and T,
it can be seen that

Var(T57%) < Var(Ty), it

CG — qk? D*G — gk?
— Ll c> | ——LL | (6
CG — ¢°k; D*G — ¢%k3
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(xiii) Comparisons between Variance of fz*f* and 7%,
it can be seen that

Var(fz’f*) < Var(f**), if

g<1 (63)

4 Gain in precision

Now we can compute gain in precision of the estimate
obtained by using a linear estimate over the direct
estimate using no information gathered on the first

occasion.
Var(f ) _ (D'B” fqu*z
G(l) Var('fz***) - (D*B* —qK*2 (64)
G Var(f**)

B min.Var(fz***)

2D*B*
= (65)
D*B* + \/D*ZB*Z —_ D*B*K*2

G — Var(f"**) _ D_* HB* fqzk% 66)
(2) Va’"(fz*l**) H HB* — C]k%

G - Var(f"**) _ 2D"B”
O i arT5)  \ gt S8 HER
(67)
Var(T™) _ D" (HE — ¢kt
G(3) Var( 2*) - H (HE*—C]]C% (68)
G B Var(T** B 2D°E”
op!(3) minVar(T3)  \ g 1 JH2E" —HE*K
(69)
V. fv** * — g%k
Goo = M _D quzl (70)
Var(T ) H HA*qkl
G Var(f**) _ 2DA
opt(4) = min. Var( 23) - HA+ /H2A? _HAk%
(71)
T** G — g2k
G — ar( ) _(D G—q kzl (72)
Var( 2**) D*G — gk
G Var(T**) - 2D°G
opt(5) — min. Var( tl**) o D*G + +/D?2G? _D*Gk%

(73)

G Var(T*) D" [F*G—¢’kt 74)
© " Var(fyz) ~ F*\ F*G—4k2
G Var(T**) < 2D*G )
. -
O minVar(Ty) ~ \ peg 4\ Jrec — o
(75)
G Var(f**) _ D* CG—¢°k? (76)
@ Var( Az,;) C\ CG- qk%

Gopl(7) =

Var(f*) ( 2D*G* )
min.Var(Ty) — \ G+ ,/C2G? — CGR>

(77)
Now, we assume that;

G =G =C =Cn =0,

Cuy1 =Cy2 =Cy1 = Cyva=C1,

Gi) = Cpop) = Cue) = Cop) = Cop);
Cu12) = Cu22) = Cvi(2) = Cvo2) = Ci2)
P1=pP2=pP3=pP1=0p,

P1(2) = P2(2) = P3(2) = P4(2) = P(2)»

Ps = Pe = P0,P5(2) = Ps(2) = Po(2)
where
pi(p2): is the correlation coefficients between the

variables y; and x| (y2 and xz),

p3(p4): is the correlation coefficients between the
variables y; and x| (yl and xz),

ps(ps): is the correlation coefficients between the
variables x| and x, (y; and y,),

P1(2)(P2(2)): is the correlation coefficients between the
variables yj(2) and xy () (y2(2) and xz(z)),

P32)(P42)): is the correlation coefficients between the
variables y 5y and x;(5) (y1(2) and xy(5)).

Ps(2)(Ps(2)): is the correlation coefficients between the
variables x5y and x5 (J’1(2) and yz(z)).

Then, the expressions of B*, D*, K*, E* and F* becomes

B* =2y} d*, D* =2u} d*, K* =2, 1,1, E* =247 df,
F*=2uldj,

where

d* = {al + 9(11(2)},

t={(p+po)C5+0(P2) +Po2)) Co)

di ={(1+p)C5+6(1+p2))C5) }-

where

= (G +CT+pCh).a12) = (Cra) + Ciay +P2)Co2)

Considering the above assumption, the expressions of
(11), (19), (25), (31), (37), (43), (49),(64)-(77) becomes
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Gopi(4) =
0 _ d*2 @ — a2 a8 2d4* oy
Top = 2 {oa(1+4p)+1/ 0} (1+p)2 — o (1+p) (p+p0)*CF}C]
(89)
0
o o *
e Guey — | T UEP) = (P p0)*q’Ch 90)
A (14p) = \Jd2(14p)?—d*(1+p)(p +p0)’C] O | @ (1+p) = (p+p0)aCE
(p+p0)>C;
(79 Gopt(S) =
2d*(1+p)
2 _ 0 * *2 2 * 202
opt = Gopt {d*(1+p)+4/d>(1+p)>=d*(1+p)(p+po)*Cy}
di(14+p) [P (14 )~ di (14 p)(p+p0)’CF Cl)
- +p0)’C§ (gt
o +plo o) 6o = [C1G0 0 pieR]
di{di(1+p) — (p+po)?aC5}
(3) _ (0
opt = Yopt G"PY(G) =
o (1+p) = \Jad(1+p)2—an(1+p)(p+p0)C] 24"(1+p)C3
(p+P0)*C3 {d;(14p)+/d2(1+p2 —di(1+p)(p +po)2C3}
42 — 212 # 2,202
Gu) = rqz (82) Gy = d{ou(1+p)—(P+p0)"q°Co} 94)
—a ar{ea(1+p) = (p+po)*qCi}
2d*
Gopt(l) = (d*+m> (83) Gop[(7) =
2d*(1+4p)
d*{d*(1+p) — (p+p0)’4*Ci} 2 2 202
Gp) = (84) {ar(1+p)+/ai(1+p)*—ai(1+p)(p+po)*Co}
O 0@ ()~ (p+p0)%C3)CE Ve ©5)
G(}pt(Z) = o e
52 5 Empirical Study
{a*(1 +p)+\/d*2(1 +p)2—d*(1+p)(p +po)*C3}C? Further, we have calculated the gain in precision of
(85) proposed estimator in different situations with respect to
T** for different values of coefficient of variation,
dHd (14 p) — (p+ po)q*C2} correlation coefficients, Wa, k and ¢.
Gi) = 1 ” 0 5 02 5| (86) Tables 1 to 5 shows the results and the following points
(L+pHdi(1+p)—(p+p0)*9C5}Cy are envisaged as
Gop(3) = e for cases C()(>,:)C0(2), G (<, >)C1(2), p(<)pos
. p(g)(<,>)p(2), W, = 0.3,0.5,0.8, k = 1.5,2,2.5 and
2d"d; q = 0.3,0.5,0.7, the Again inA precision is maximum over
{di(14p)+ \/d*z(l +p)2—d*(1+4p)(p +po)>C2}C3 the direct estimator 7" in 7.5 i.e. in the situation when
87) there is non-response on the first occasion only.
. o for case p(>)po, the gain in precision is maximum over
Gy — d*{oa(1+p) — (p+p0)’4*C5} (88)  the direct estimator 7+ in T;¢ i.e. in the situation when
“) (1+p){ai(14p)— (p+po)2qC3}CE there is non-response on the second occasion only.
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Table 3: Gain in precision, G(y), G(2), G(3), G(4), G(s), G(6) and
e for cases Cp < CO(Z)» C =( (2)» P = Pos P2) = Po(2)s G (7 of different estimators over T** for different values of p and
the gain in precision is maximum over the direct Po-

estimator 7** in 7A"2N3 i.e. in the situation when there is Lkl
measurement error on the first occasion only. p=0.7.p) = 06,02 = 0.7.Co = 0.5,Cypa) = 0.2,C1 = 0.8,C12) = 0.2, W5 = 0.2, = 0.8 and k= 0.5
Po d dy t Gy G G G Gis) Gg) Gy
030 | 10s | 042 | 024 | 101 2.54 2.68 254 103 | 2712 | 101
040 | 10s | 042 | 027 | 101 2.56 272 256 103 | 278 | 102
Table 1: Gain in pTeCiSiOH, G(]), G(z), G(3), G(4)9 G(S)s G(é) and 0.50 1.05 0.42 027 1.01 258 282 258 1.04 2.86 1.03
G(7) of different estimators over T for different values of Cp p<p
and CO(Z) . Po=0.7,p(2) = 0.2,pp0) = 03,Co = 0.7,y (2) = 0.3,Cy = 1,Cy0) =2, W5 = 0.4, = 0.3 and k= 1.5
Co < Co P d dy ’ Gy G G G Gs) Gig) G
P =079 = 02,p(s) = 05.popy = 03,Cp = 04.C; = 05.Cy0) = 1.5.Ws — 089 = 0.7 and k = 2.5 020 | 241 | 061 | o04s | 101 422 4.66 429 103 | 449 | 159
o) e @ s G, G G G G G G 040 | 251 | o071 | os6 | 101 3.80 42 387 104 | 407 | 157
1.00 5.02 202 110 101 18.52 18.61 19.09 1.00 244 9.95 060 | 261 | 081 | 066 101 348 3.88 3.56 104 | 375 156
150 727 432 | 231 102 26.79 26.84 27.65 1.00 1.69 1441 P=p
2.00 1042 | 747 | 398 1.03 38.36 3840 39.63 1.00 140 20.65 P@) =05,po) =0.1,Go =04, (2) =0.6,C; =05 06andk=25
Co> o) P d d; ' Gy G G Gs) G Gy
= 06,00 = 0:4.pia) — 0. pos) = D2.C0(2) =0.2.C1 — 1.Cyy —2.Ws — 06, — 0.5 andk — 1.5 020 | 253 | o060 | 023 | 100 | 1323 | 1332 | 1336 | 100 | 423 | 580
o B P . Gy G Gy G G G G 020 | 253 | 060 | 023 | oo | 1323 | 1332 | 1336 | 100 | 423 | 580
030 236 016 | 010 | 100 1649 18.13 16.60 101 1624 2.09 020 | 253 | 060 | 0235 | 100 | 1323 | 1332 | 1336 | 100 | 423 | 580
0.50 262 | 042 | 026 | 100 6.64 7.30 6.74 1.02 7.00 192
070 300 | 080 | 0s0 | 100 393 428 401 1.03 419 176
Co = Copz)

P =06.p0=0.3,p0) =0.5,pp2) = 0.3,C; = 1.5,C1z) = 1.5, W2 =0.7.¢ = 0.3 and k

“

Go | ¢ 4 ] % | % S G | % | G0 | S0 Table 4: Gain in precision, G(1), G(2), G3). G, G(s), Gg) and
0.10 1.85 0.03 0.01 1.00 115.79 120.64 116.18 1.00 72.84 6.99 . . N kK .
G(7) of different estimators over 7 for different values of p(,)
0.10 1.85 0.03 0.01 1.00 115.79 120.64 116.18 1.00 72.84 6.99 d
0.10 1.85 0.03 0.01 1.00 115.79 120.64 116.18 1.00 72.84 6.99 an po(z) ’
P2) > Po(2)
P =0.7.p0 = 0.4,p() = 0.5,Co = 0.5.Coz) = 0.6,C1 = 0.8,Cy2) = 0.2, Wy = 0.8,¢ = 0.8 and k = 2.5
by | a4 i Gy | Go | 6w | Gw | 69 | G | 6o
0.20 1.76 1.07 0.58 1.03 4.25 432 432 1.03 1.71 1.73
0.30 1.76 1.07 0.62 1.03 4.25 432 432 1.03 1.71 1.73
Table 2: Gain in pYECiSiOH, G( 1) G(z) s G(3) s G(4) s G(S) s G(é) and 0.40 176 | 107 | oe6 | 104 425 432 432 103 171 173
G<7) of different estimators over 7** for different values of C 1 Pe) <P
and C] (2) Po=0.5,p0 = 0.6,py2) = 0.4,Co = 0.5.Co(2) = 0.6,C; = 1,Cy2) = 2,W5 = 0.6,¢ = 0.8 and k = 3.5
G <Cyy Py d* dy 4 Gy Gy G G Gs) Gie) Gy
P =07.p0=02,p1 70_547”‘2/ =03,C) = 0.4,Cya) = 0.2,C; = 0.5, Wy =0.8,¢=07 and k =2.5 0.30 8.08 1.08 0.65 1.00 21.63 2230 22.11 1.00 7.76 6.03
Cipy a4 d; N Gy G G G G G Gy 0.20 8.02 1.02 0.60 1.00 2148 2220 21.96 1.00 8.14 5.99
070 s | ooz | ooas | ot 441 458 449 101 363 234 010 | 797 | 097 | 055 100 | 2134 | 2210 | 2182 | 100 | 855 | 595
1.00 1.79 0.34 0.18 1.00 6.66 6.96 6.82 1.01 5.50 3.55 P(2) = Pop)
150 329 034 | o018 1.00 12.17 1278 12,52 1.00 10.10 6.53 £ =07,p0=02,G =02,60(2) =06,C1 =05,Cyp) =1.5,W2 =06, =05 and k = 2.5
€ > G Py d di ' Gy G Gy G Gs) G G
= 06,90 = 0. pia) = 0. poga) = 0.2.C = 0.5.C0(2) = 0.3.C) o) = 0.6, W = 0.6, = 08 and k = 1.5 0.50 283 0.55 0.36 1.00 41.67 4197 225 1.00 5.15 9.03
a a4 d; ' G Goy [ G Gs) Gie) Gay 0.50 283 0.55 0.36 1.00 41.67 41.97 4225 1.00 5.15 9.03
0.80 1.19 0.44 027 1.01 3.03 320 3.05 1.02 203 117 0.50 283 0.55 0.36 1.00 41.67 41.97 4225 1.00 5.15 9.03
1.00 1.55 0.44 0.27 1.00 3.93 4.17 3.94 1.02 3.81 1.13
1.50 2.80 0.44 0.27 1.00 7.05 7.55 7.06 1.01 6.90 1.07
G =Cp
P =0.5,p9 = 0.3,p() = 0.6, py(2) = 0.4,Cy = 0.1 fy =07.g=06andk =2
Ci d d; ' Gy G Gp) Gy Gs) G G
0.20 0.18 0.12 0.07 1.04 12.32 12.36 12.49 1.01 1.60 341
0.20 0.18 0.12 0.07 1.04 12.32 12.36 12.49 1.01 1.60 341
0.20 0.18 0.12 0.07 1.04 12.32 12.36 12.49 1.01 1.60 341
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Table 5: Gain in precision, G(l),AG@), G3), Gy, G(s), Gg) and
G7) of different estimators over 7™ for different values of W, k
and q.

Wy
P =0.7.p0 = 0.2,p) = 0.5.pg) = 0.4,Cp = 0.2,Cy2) = 0.6.C; =2,Cy2) = 1,¢=0.7 and k =2.5
W, a d; ' Gy G Gy Gy Gs) G Gy
0.30 476 031 0.18 1.00 70.07 70.96 70.08 1.00 1551 117
0.50 522 0.47 028 1.00 76.87 77.48 76.88 1.00 1114 129
0.80 5.92 0.72 042 1.00 87.06 87.50 87.09 1.00 831 146
k
p=08,p =03.p12) = 0.4,py2) = 0.6.Cp = 02,Cy(2) = 0.6,C; =2.C () = 1. W, =08, and g =0
k d di ! Gy G (6 G Gis) Gs) G
150 4.67 027 0.19 1.00 65.00 66.59 65.02 1.00 17.52 L15
2.00 528 0.48 033 1.00 7336 74.33 73.39 1.00 11.26 130
250 5.88 0.68 048 1.00 81.72 8245 8176 1.00 8.77 145
q
P =0.8,p9 =0.4,p) =0.5.pg) = 0.7.Cp = 0.2,Copz) = 0.6,C; =2.Cy3) = 1.W> =0.8, and k= 2.5
q a d; ' Gy G Gy Gy Gs) G Gy
0.30 5.92 0.72 057 1.00 8232 83.00 8236 1.00 830 146
0.50 5.92 0.72 057 1.00 8233 83.16 8238 1.00 832 146
0.70 5.92 0.72 057 1.00 8232 83.01 8236 1.00 830 146

6 Conclusion

From theoretical study, we may conclude that the
proposed product type estimator contributes significantly
to deal with different realistic situation of non-response
and measurement errors, while estimating the population
product on current (second) occasion in two-occasion
successive sampling. The properties of the proposed
estimators have been studied and efficiency conditions
also developed. Numerical study also supports the
theoretical results for different combination of values of
the parameters. Hence, the proposed product type
estimators may be recommended for their practical
application.
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