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Abstract: The Data Distribution Service (DDS) for real-time systems is a middleware standard for Publish/Subscribe (Pub/Sub) which
is an abstraction for one-to-many communication. While DDSis known for supporting many real-time applications successfully,
when applications communicate with others in different network domains over a Wide Area Network (WAN), DDS could face severe
performance degradation, due to the fact that most ISPs do not allow IP-multicast and UDP flows in WAN. In this paper, we propose
a router design for DDS. Keeping DDS semantics, the proposedDDS router provides efficient data distribution over WAN based on
two schemes: overlay multicast and local recovery. ThroughNS-3 simulations, we show that the proposed scheme improvessystem
performance significantly in terms of latency and RTT, compared to the current DDS mechanism.
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1 Introduction

Recently, Cyber Physical Systems (CPSs) have been
spreading around the world due to the growing needs of
real-time applications (such as environment monitoring,
air traffic control and management, financial trading, and
military communications). DDS is an Object
Management Group (OMG) standard for Publish and
Subscribe (Pub/Sub), which is an abstraction for
one-to-many anonymous, decoupled and asynchronous
communication between a publisher and its subscribers
[1].

Many researchers have highlighted DDS as a
promising approach for next generation CPSs, as it could
meet the strict requirements of real-time applications.
Due to the nature of data-centric communication, DDS
applications generate huge broadcast and multicast traffic
while exchanging meta-information and distributing data.
Thus, it is very important to handle both types of traffic
appropriately in DDS.

Until now, most DDS applications have only been
targeted at single, small-scale Local Area Network (LAN)
domains, where handling broadcast or multicast traffic
does not result in any serious issues. However, it has been
predicted that in the near future, applications will need to

communicate with other applications in different network
domains over a Wide Area Network (WAN), and in such a
network DDS may not work well due to the following
reasons. First, even though there are plentiful IP-multicast
algorithms [2,3,4,5], most of them require routers to
support a specific multicast functionality. Unfortunately,
most ISPs do not allow multicast due to reasons such as
profit issues, management complexity, and deployment
issues. Second, ISPs also do not allow UDP flows; so
most outbound traffic flows should be forwarded by TCP
ports, which means there could be numerous TCP
connections for broadcast traffic. It is well understood
that TCP is not appropriate for most real-time
applications in general [6].

In this paper, we propose a router design for DDS
which provides efficient data distribution over WAN. In
particular, the proposed DDS router boosts system
performance by using two main schemes, overlay
multicast and local recovery, while keeping DDS
semantics. The overlay multicast scheme works between
DDS routers and overcomes the limitation of
IP-multicast. Further, to realize local recovery, we
propose a virtual subscriber and an aggregate
ACKNACK. Both schemes reduce the number of
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messages which are transmitted over WAN, compared
with legacy DDS, and therefore lower the latency and
prevent the waste of network resources.

To evaluate the performance of the proposed DDS
router, we implement it on the NS-3 simulator. Through
the simulations, we show that the proposed scheme
improves system performance significantly in terms of
latency and RTT, compared with the current DDS
mechanism.

We summarize our contributions in this paper as
follows. First, we propose a DDS router design, which
provides efficient data distribution over a WAN based on
overlay multicast and local recovery, while keeping DDS
semantics. Second, through the NS-3 simulations, we
show that the system with a DDS router outperforms the
legacy DDS-based system.

The remainder of the paper is organized as follows.
We give the background of this paper in Section 2 and in
Section 3 we provide our motivation. We next describe in
detail the DDS router design in Section 4. Section 5 shows
the performance evaluation via NS-3 simulations. Section
6 provides the related work and we finally conclude our
paper in Section 7.

2 Preliminaries

In this section, we briefly review how DDS works.

2.1 Topic

WAN

Network Domain 1 Network Domain 2

Publisher

Subscriber

Subscriber

Subscriber

Subscriber

SubscriberDDS Router

DDS Router

ISP Router

Global Data Space

Fig. 1: Network model. The current version of DDS
cannot support efficient transmission over WAN because
(1) IP multicast has not been deployed yet due to a variety
of factors such as cost of deployment and the need for
pricing models, and (2) most ISPs do not allow UDP flows,
and therefore outbound traffic flows should be forwarded
by TCP ports.

DDS is based on the concept of a fully distributed
Global Data Space (GDS), as shown in Fig.1.
Applications can join and leave the GDS at any time to
write and read data autonomously and asynchronously.

These applications and data are called publishers,
subscribers, and ‘topics’ - the unit of information which
can be produced and consumed, respectively. Further, a
topic is defined as a triad composed of a type, a name, and
QoS policies. In particular, each time a publisher sends
instances of a particular topic, DDS distributes them to all
subscribers who want to receive the topic. It all starts with
the discovery process.

2.2 Discovery

Before the actual topic data transmission, all participants,
publishers and subscribers, should exchange
advertisement messages to express their intent for a
specific topic. Then, subscriptions are dynamically
matched by taking into account the exchanged topic
information. For this purpose, the DDS defines a protocol
called the Endpoint Discovery Protocol (EDP). In EDP,
every participant periodically broadcasts its topic
meta-information to the whole network. The EDP
requires reliable communication, so after receiving an
EDP message, a participant should send an ACKNACK
message back to the participant that has sent the EDP
message.

2.3 Multicast

A DDS publisher can be configured to send data on
multicast [1]: a single message sent to a multicast address
will be received by multiple nodes on the network.
Though the multicast functionality can improve the
efficiency of the DDS and related APIs are already
specified in DDS, it has not been used in practice,
because most routers are not capable of UDP/IP multicast
algorithms, as mentioned earlier. Thus, the data should be
unicast in the case of WAN transmission.

2.4 Reliability

22 QoS policies are used to control relevant properties of
DDS entities [1]. One of the key policies is reliability:
applications require their instances of topics to be
delivered in order. ACKNACK and HEARTBEAT (HB)
messages are used to support the reliability QoS. Upon
receiving an HB from a publisher, subscribers should
send ACKNACKs of previously received data back to the
publisher, so that the publisher can retransmit some
missing data to subscribers, if needed.

3 Motivation

The majority of traffic in DDSs is just right for being
broadcast or multicast. However, in the case of WAN
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transmission, we should send traffic on TCP unicast
because most ISPs do not allow UDP flows and IP-based
multicast. Additionally, it is non-trivial for DDS
applications to achieve the reliability QoS in such a
network due to the following reasons. First, the
ACKNACK implosion problem can occur [7,8]. When
many subscribers simultaneously send their ACKNACKs
to their publisher, the publisher cannot handle all the
incoming messages due to the queue limit. Second,
erroneous links may generate tremendous TCP flows for
retransmission, which incurs high latency, and therefore
hinders real-time communication.

Example
Let P and S be the number of publishers and the

number of remote subscribers for each publisher,
respectively. Therefore, the total number of DDS
participants isPS.

First, for the discovery, all participants should
broadcast their topic information to each other. Thus, the
number of required messages isO(P2S2). Recall that
these messages are transmitted through TCP. Second, in
the data transmission phase, many copies of data could be
generated because we cannot use any IP-level multicast
algorithms. Especially in the case of copies being
frequently transmitted over a high cost link (e.g., the link
in the middle of Fig.2), the overall latency may increase
significantly. The number of transmitted messages is
O(PS). Further, if we need reliable communication, DDS
participants may generate additional messages such as
HB and ACKNACK for every topic instance.

4 DDS Router Design

4.1 Overview

As discussed above, the proposed DDS router can provide
an efficient data distribution over WAN by using two
main mechanisms: overlay multicast and local recovery.
We illustrate Fig.2 to show how the proposed schemes
work.

First, the overlay multicast overcomes the limitations
of IP-multicast in WAN. In particular, as shown in Fig.2
(a), we regard each DDS router as an end-host. This is
different from most overlay multicast proposals [9,10],
because in our scheme, any actual end-level hosts which
are behind routers (i.e., publisher or subscriber) need not
do the overlay multicast. Instead, the overlay multicast is
only adopted in DDS routers. After building a multicast
tree, topic data are forwarded along the tree. In our
example, R3 receives it from R2, not from R1. In this
paper, we assume that a publisher or a subscriber is
associated with only one topic, and overlay multicast
trees are generated per topic.

Second, local recovery is performed by a virtual
subscriber, as shown in Fig.2 (b). The main idea is that
after a virtual subscriber (in actuality, this is a router)
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(a) Overlay multicast
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(b) Local recovery

Fig. 2: An example of a DDS router operation.
The proposed DDS router can provide efficient data
distribution over WAN by using two main mechanisms:
overlay multicast (a) and local recovery (b).

receives ACKNACKs from local subscribers, it makes an
aggregate ACKNACK and sends it back to the publisher.
Further, it performs retransmission if needed. The local
recovery not only provides fast retransmission but reduces
the number of messages sent over WAN.

Now, we elaborate each scheme in more detail in the
next section.

4.2 Overlay Multicast

4.2.1 Gathering link costs via EDP

To construct an overlay multicast tree, routers should
gather the cost of the link (e.g., RTT) between them. The
best way is to exploit Link State Advertisement (LSA)
information in OSPF-based routing protocols which are
widely used in current network systems [6]. From this,
each router can estimate the entire network topology as
well as the link cost. To implement this in real systems,
however, the DDS needs to access network layer
information, which may violate the conceptual model of
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the communication system and even ruin the legacy DDS
semantics. Recall that the layer of the DDS lies between
the application layer and the transport layer, not the
network layer.

Instead, we use an approximate approach; we estimate
link cost only between DDS routers during the EDP.
Fortunately, DDS routers exchange messages periodically
in the discovery phase, so it is very simple to measure the
cost of each neighboring link between DDS routers. After
measuring the cost, DDS routers exchange it with each
other by appending it to EDP ACKNACK messages.

4.2.2 Tree construction

The part of constructing a tree is based on the well-known
shortest path algorithms [11,12,13]. Recall that a
multicast tree is generated per topic. LetN andE be a set
of DDS routers and edges. Each link(u,v) ∈ E is
associated with costcuv, andp denotes the publisher of a
topic. Then, by introducing a binary decision variablexuv
and a non-negative auxiliary variablefuv, we can
formulate an optimization problem as follows.

Objective:

minimize ∑
(u,v)∈E

cuvxuv (1)

Constraints:

∑
u6=v

xuv = 1 ∀v 6= p (2)

fuv ≤

{

(|N|−1)xuv if u= p
(|N|−2)xuv otherwise

∀u,∀v 6= p (3)

∑
u6=v

fuv− ∑
u6=v

fvu = 1 ∀v 6= p (4)

The main goal of this problem is to minimize the total
cost of flows that traverse the overlay network, as shown
in Eq. (1). Eq. (2) states that every overlay nodev (except
the publisher) has exactly one parent node. Eq. (3) and (4)
show that the number of unit flows is limited by the
number of arcs in the tree.

Unfortunately, this problem is known to be NP-hard
[13]. Instead, we can employ an LP-relaxation or solve
the dual program [12,14]. A detailed description of those
techniques is out of the scope of this paper.

Since all DDS routers share the same link cost
information, trees made by each DDS router would be
same (i.e., a shared tree). After building the tree, the
publishers DDS router sends topic data to its children
DDS routers along the tree. Upon receiving the data, DDS
routers broadcast it into their networks and forward it to
their children routers.

4.3 Local Recovery

Local recovery, where retransmission is performed not by
a source but by an intermittent node, enhances the

performance of the reliable multicast. It provides fast
retransmission and recovery, and therefore improves
network efficiency. However, it is very difficult to realize
the local recovery mechanism in DDS due to the
following reasons.

First, all DDS participants, including DDS routers,
should follow the DDS semantics during local recovery.
Though tree-based architectures [7,8] have been known
to provide the best performance, we cannot directly adopt
it into our system because additional modifications are
required to build such logical architectures. Second, since
CPS nodes are basically low-power, low-computing
sensors, they may suffer from resource limitations, such
as memory and CPU limitations. Nodes taking charge of
the recovery should keep the samples of previously sent
data. In the worst case scenario, such nodes should
maintain all previous data, which requires a significantly
large buffer size.

WAN

Network Domain 1 Network Domain 2

Publisher

Subscriber

Subscriber

SubscriberDDS Router

DDS Router

Virtual Subscriber

Fig. 3: Virtual subscriber. A virtual subscriber is a
representative of certain subscribers. According to QoS
settings and memory status, each DDS router can create
more than one virtual subscriber.

To overcome the above issues, we introduce the
concept of a virtual subscriber. A virtual subscriber is
defined as a set of subscribers for the local recovery. DDS
participants in other network domains do not need to
know which subscribers are associated with a certain
virtual subscriber. They cannot see the actual
configuration of the virtual subscriber, as shown in Fig.3.

4.3.1 Configuring a virtual subscriber

Basically subscribers are regarded as candidates to be
grouped, if they have the same topic type and name. And
each DDS router can make more than one virtual
subscriber according to the QoS settings of the
subscribers it has. We should carefully consider two QoS
policies for configuring virtual subscribers:
memory-related and timing-related QoS.

Memory-related QoS
Two QoS policies, ‘History’ and ‘ResourceLimits’,

are related to system memory; the ‘History’ QoS policy
specifies how much data must be stored by DDS for
datawriter or datareader; the ‘ResourceLimits’ controls
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the amount of physical memory allocated for DDS
entities. Assume that a DDS router with memory ofR
wants to make a virtual subscriber fromS subscribers. If
the required memory for each subscriber isK, then the
following condition should be satisfied,KS≤ R.

Timing-related QoS

Another possible concern arises from the need to
assign the QoS policies of a virtual subscriber. One easy
and efficient way is to group subscribers which have the
same QoS settings. In this case, we just set the QoS
values of the virtual subscriber to those of its subscribers.
However, in most cases subscribers have different QoS
policies, even for the same type of topic. In this case, we
take the strictest QoS value. For example, suppose
‘Deadline’ QoS values of three subscribers (Sub1, Sub2
and Sub3) are 0.5, 0.7 and 1, respectively. If we want to
group all subscribers as one, then the ‘Deadline’ value
will be 0.5. If we group Sub2 and Sub3 as one virtual
subscriber, then the value will be set at 0.7.

4.3.2 Retransmission and aggregate ACKNACK

Basically, a virtual subscriber works exactly the same as a
legacy subscriber: it broadcasts its topic information
(type, name, and QoS), makes a connection with a
publisher in the discovery phase, and waits to receive
topic data from the publisher. One different behavior from
the legacy subscriber is that the virtual subscriber sends
an aggregate ACKNACK instead of the legacy
ACKNACK, as shown in Fig.2 (b). The aggregate
ACKNACK represents the receiving status of all
subscribers of a virtual subscriber. More specifically, after
receiving data from a publisher, a DDS router first
forwards it to the corresponding subscribers and waits for
ACKNACKs from the subscribers. If the received
ACKNACK comes from the subscriber which does not
belong to any virtual subscriber, then the DDS router just
forwards it to the publisher. Otherwise, the virtual
subscriber starts retransmission until its subscribers
receive all messages completely. After the recovery, it
generates an ACKNACK and sends it back to the
publisher. Since the virtual subscriber only sends an
ACKNACK when all its subscribers have received the
data correctly, the publisher does not need to perform the
recovery for the virtual subscriber and its actual
subscribers.

While the aggregate ACKNACK scheme reduces the
number of WAN messages significantly, as expected, it
may result in a slight increase of delay because it takes
time to wait for responses from subscribers of a virtual
subscriber. Thus, to minimize the effect of the delay, we
propose that non-time-sensitive subscribers are grouped
first as a virtual subscriber.

5 Performance Evaluation

5.1 Setting

Router 1 Router 2

Router 3Router 4

LAN 2

LAN 3LAN 4

LAN 1

publisher

Fig. 4: Network topology used in the simulation.There
are four network domains with routers, and one publisher
in the network domain of Router1 publishes a topic to all
other nodes.

We implement our DDS router in the NS-3 simulator
platform to analyze and compare performance. Fig.4
shows the network topology used in the simulation. We
set up four network domains with routers and assume that
one publisher in the network of Router1 publishes topic
data to all other subscribers in the network. We evaluate
the performance of our scheme by comparing it with two
others as the following.

–Legacy: consists of ordinary routers with basic
features.

–Model 1: exploits the overlay multicast only.
–Model 2: the one which we suggest exploits both
overlay multicast and local recovery.

We measure the following three metrics and
summarize the parameters used in the simulation in Table
1.

–Average latency: average time from the publisher
sending a topic to the subscribers successfully
receiving it.

–Average RTT: average time between the publisher
sending a topic to subscribers and receiving
ACKNACKs from all subscribers.

–The number of packets in WAN: the number of packets
transmitted over WAN during the simulation.

5.2 Overall performance

5.2.1 Latency

In the first simulation, we vary the size of subscribers per
network domain from 50 to 200 and we conduct a
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Table 1: NS-3 simulation parameters

Parameter Value
Link bandwidth and delay of LAN 1Gbps, 2ms
Link bandwidth and delay of WAN 100bps, 6560ns

Traffic type CBR
Topic data size 1024 (B)

ACKNACK size 40 (B)
HeartBeat size 50 (B)

Topic data interval 1 (s)
Simulation duration 100 (s)

Topic data generation from 1 to 100 (s)
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Fig. 5: Latency result according to the number of
subscribers per network domains.The proposed system
obtains the latency gain significantly via overlay multicast.

simulation with different link failure probabilities to
evaluate how well local recovery of the DDS router can
handle the link failure.

Fig. 5 shows the average latency result. First, we can
observe that the latency increases with the number of
subscribers. Additionally, the average latency in Model 1
and Model 2 decreases more than in Legacy thanks to the
overlay multicast. When there is no error in the network,
Model 1 and Model 2 show the same performance
because retransmission does not happen in both cases.
Recall that the only difference between both schemes is
local recovery. In the case that link errors exist, latency
increases. In the case of 200 LAN subscribers, latency
increases by 11ms and 5ms for Legacy and Model1, 2,
respectively. Most importantly, the latency of Model 2 has
better performance than that of Model 1, because Model 2
provides a fast retransmission and recovery to
subscribers.
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Fig. 6: RTT results according to the number of
subscribers per network domains.Overlay multicast and
local recovery in our proposed model can reduce RTT.
There is a delay caused by aggregate ACKNACK, but its
effects are negligible.

5.2.2 RTT

Next, we illustrate the average RTT result in Fig.6. In the
case of no link error, performances of the RTT are better
in Model 1 and Model 2 than in Legacy. In particular,
Model 1 shows better performance than Model 2, because
the aggregate ACKNACK in Model 2 incurs a slight
delay (maximum 4ms).

Furthermore, we can see that RTT is more influenced
by link error, compared with latency. Model 1, where
only the overlay multicast is used, shows better
performance than Legacy, but it is worse than Model 2
(maximum 7ms). The dominant factor which determines
RTT is the delay caused by the retransmitted packet. In
Model 1, every packet associated with retransmission
should be unicast through WAN and this causes a delay.
On the other hand, in Model 2 the number of WAN
unicast messages for retransmission can be reduced by
executing local recovery. Although there is a delay caused
by the aggregate ACKNACK, it has negligible effects.

5.2.3 The number of packets in WAN

Fig. 7 shows the measured results of the number of
packets which passed WAN; this is the main cause for the
increase in latency and RTT. Both an overlay multicast
and a virtual subscriber can reduce the number of WAN
messages. From the result, we can see that overlay
multicast is more effective than virtual subscriber for
reducing the number of WAN messages.
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Both overlay multicast and virtual subscriber can reduce
the number of WAN messages. Notably, overlay multicast
has more influence on reducing the number of messages.
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5.3 Effect of virtual subscriber configuration

In this section we study the effects of the virtual
subscriber configuration. First we fix the number of
virtual subscribers per router as one, and vary the size of
the subscribers which the virtual subscriber handles. For
example, in the case of 50%, the virtual subscriber only
covers half of the total subscribers. After that, we
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Fig. 9: The number of messages with respect to
different virtual subscriber configurations. As the
number of subscribers that a virtual subscriber covers
increases, the number of messages to be sent over WAN
decreases. This affects latency and RTT.

measure the same metrics with the previous set of
simulations and illustrate the results in Fig.8 and Fig.9.

Fig. 8 shows latency performance when the number of
LAN subscribers is 100 with a link error of 0.1. We can
see that Model 1 and Model 2 are better than Legacy, but
the configuration of the virtual subscribers does not affect
the results too much (less than 2ms). Recall that latency is
mostly affected by the overlay multicast. On the other
hand, regarding RTT and the number of messages, related
performance is improved as the number of subscribers of
a virtual subscriber increases. Model 2 outperforms
Model 1 and Legacy in terms of RTT and the number of
messages. From the results, we demonstrate that the
virtual subscriber scheme can increase system
performance through efficient retransmission in the case
of link errors.

6 Related Work

While the network industry is continuously pushing
toward developing DDS [15,16,17,18,19,20], there is
only a small amount of work on DDS routers and routing
services. RTI [15] provides routing services as an option,
but their work is far from solving network issues. Instead,
they try to bridge legacy applications and other
technologies.

Multicast is a reliable, well-investigated research area.
One major issue is the scalability problem caused by
message implosion. Tree-based protocols are known for
their high efficiency [7,8], but the cost of managing a

c© 2015 NSP
Natural Sciences Publishing Cor.

www.naturalspublishing.com/Journals.asp


520 K.H. Lee et. al. : Router Design for DDS: Architecture...

multicast group is too high. SRM [21] is robust at dealing
with link failure and provides more scalable multicast
than other protocols, but it may generate too many
unnecessary messages. Since all aforementioned
protocols need support from IP-multicast enabled routers,
we cannot adopt them into our network environment.

Recently, overlay multicast protocols have received
much interest, because they can overcome the limitation
of topology-specific constraints (e.g., multicast-enabled
routers) [9,10]. However, in order to employ the overlay
multicast in current DDS, all DDS participants require
many modifications they need to understand the overlay.
In contrast, we simply apply overlay multicast to DDS
routers, and thus the other DDS entities need not undergo
any changes. DDS routers actually work as gateways, so
they can understand the proposed overlay protocol.

7 Conclusion

In this paper, we propose a router design for DDS which
provides efficient data distribution over WAN. The
proposed DDS router boosts system performance by
using overlay multicast and local recovery, while keeping
the DDS semantics. Through NS-3 simulations, we show
that the system with a DDS router obtains significant
performance gain in terms of latency and RTT.
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