A New Approach to the Quadrature Rules with Gaussian Weights and Nodes
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Abstract: To compute integrals on bounded or unbounded intervals we propose a new numerical approach by using weights and nodes of the classical Gauss quadrature rules. An account of the error and the convergence theory is given for the proposed quadrature formulas which have the advantage of reducing the condition number of the linear system arising when applying Nyström methods to solve integral equations. Numerical examples confirming the theoretical results are provided to illustrate the accuracy of the introduced method.
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1 Introduction

Gauss quadrature rules represent an efficient numerical technique to compute definite integrals when the domain of integration is bounded or not. This justifies the continued interest to provide packages of efficient routines implementing the computation of the procedure to generate the parameters (i.e. weights and nodes) from which gaussian formulas depend (see [4], [5] and the references cited therein). In this paper we propose new quadrature formulas that depend on the same parameters typical of the classical gaussian formulas, so that the previous packages mentioned in the literature can be efficiently used for their computation. These new formulas consist essentially in a truncation of the classical gaussian formulas made omitting those nodes of the original formulas that are larger than a certain threshold. When the domain of integration is bounded, the proposed formulas, though converging, seem generally less accurate than the original gaussian formulas. However, they are also competitive with the latter ones with respect to the order of convergence when the integrand has a particular behavior, as well as being advantageous requiring a lower computational effort. In addition, the new formulas may be useful in other circumstances, such as when the integrand is a function taking significant values only in a very small part of the integration domain. In the case where the domain of integration is unbounded, the truncated formulas have a further advantage. In fact, we can show an error estimate that has already been proven for the original gaussian formulas but with more restrictive assumptions on the integrand [1]. The results in [1] and [6]–[11] for a related problem are specified and generalized here and in analogy with them, it turns out that a proper choice of the truncation point may result in an algorithm with smaller computational cost but identical or better error bounds.

Since the truncated formulas converge when the corresponding gaussian formulas converge, they may be profitably used as quadrature scheme of the Nyström method for solving integral equations. In fact, it will be possible to establish the stability, and thus the convergence, of the method which is characterized by a matrix of order less than that one of the matrix corresponding to the use of the original gaussian formulas. The investigation of this point has been extensively treated for truncated versions of the gaussian formulas which are special cases of those presented in the present paper (see [6]–[11]).
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The remaining part of the paper is organized as follows. In Sections 2 and 3 we propose and discuss some convergence properties of the truncated Gaussian formulas in the cases of bounded and unbounded domain of integrations, respectively. Finally, in Section 4, we present some numerical results and we give some computational considerations.

2 Computation of integrals on bounded interval

To compute the integral

\[ I(fw^{\alpha, \beta}) = \int_{-1}^{1} f(x)w^{\alpha, \beta}(x)dx, \]

where \( w^{\alpha, \beta}(x) = (1 - x)^{\alpha}(1 + x)^{\beta}, \ \alpha, \beta > -1, \) we consider the classical Gauss–Jacobi quadrature rule

\[ I(fw^{\alpha, \beta}) \approx I^{GJ}(f; w^{\alpha, \beta}) + R^{GJ}(f; w^{\alpha, \beta}) = \sum_{n=1}^{2} \lambda_n^{x_1, x_2} f(x_1, x_2) + R^{GJ}(f; w^{\alpha, \beta}), \]

where \( \lambda_n^{x_1, x_2} \), \( k = 1, \ldots, n \) are the Christoffel constants with respect to the Jacobi weight \( w^{\alpha, \beta} \), and \( x_{n, k} \), \( k = 1, \ldots, n \) are the zeros of the \( n \)-th Jacobi orthogonal polynomial which we assume ordered in increasing order

\[-1 < x_{n, 1} < x_{n, 2} < \ldots < x_{n, n} < 1.\]

Let \( \{ \sigma_n \}_{n \in N} \) such that \( \sigma_n \leq \sigma_{n+1} \) and \( x_{n, 1}^{(n)} \leq \sigma_n \leq x_{n, n}^{(n)} \). We define the integer \( c_n = c(n) \) as

\[ x_{n, 1}^{(n)} \leq \sigma_n \leq x_{n, n}^{(n)}, \quad c_n \in \{ 1, 2, \ldots, n - 1 \}. \]  

Consider the quadrature rule with gaussian weights and nodes

\[ I(fw^{\alpha, \beta}) = I^{GJ}(f; w^{\alpha, \beta}) + R^{GJ}(f; w^{\alpha, \beta}) = \sum_{k=1}^{c_n} \lambda_n^{x_{n, k}} f(x_{n, k}) + R^{GJ}(f; w^{\alpha, \beta}). \]  

This formula has degree of exactness 0, however we will show that, for particular choices of the sequence \( \{ \sigma_n \}_{n \in N} \) and in particular assumptions about the integrand \( f \), it is convergent like the original Gauss–Jacobi formula with the same order of convergence, while having a lower computational cost. In this regard the following theorem holds.

**Theorem 1.** Let \( |f(x)| \leq K, \ x \in [1 - \varepsilon, 1], \ \varepsilon > 0, \ K \geq 0. \) Then, for sufficiently large \( n, \)

\[ R^{GJ}(f; w^{\alpha, \beta}) \leq C_1 (1 - \sigma_n)^{\alpha+1} \max_{\sigma_n \leq \varepsilon} |f(x)|, \]

where \( C_1 \) is independent of \( n \) and \( f. \)

**Proof.** Since \( \sigma_n \in [1 - \varepsilon, 1], \) for sufficiently large \( n, \) we deduce

\[ \sum_{k=1}^{n} \lambda_n^{x_{n, k}} f(x_{n, k}) \leq \max_{\sigma_n \leq \varepsilon} |f(x)| \sum_{k=1}^{n} \lambda_n^{x_{n, k}} \]

\[ \leq \max_{\sigma_n \leq \varepsilon} |f(x)| \int_{\varepsilon}^{1} (1 - x)^{\alpha}(1 + x)^{\beta} dx \]

\[ \leq \max_{\sigma_n \leq \varepsilon} |f(x)| \max \{ 1, 2^\beta \} \frac{(1 - x_{n, n}^{(n)})^\alpha + 1}{\alpha + 1} \]

\[ \leq C_1 \max_{\sigma_n \leq \varepsilon} |f(x)| (1 - \sigma_n)^{\alpha+1}, \]

where we have used the Markov–Stieltjes inequalities and \( 1 - x_{n, n}^{(n)} \sim 1 - \sigma_n. \) Then the assertion immediately follows taking into account that

\[ R^{GJ}_n(f; w^{\alpha, \beta}) = R^{GJ}(f; w^{\alpha, \beta}) + \sum_{k=1}^{n} \lambda_n^{x_{n, k}} f(x_{n, k}). \]  

\[ \square \]

We observe that, excluding the choice of a sequence \( \{ \sigma_n \}_{n \in N} \) definitively constant, having to be \( \lim_{n \to \infty} \sigma_n = 1, \) it follows the convergence of the formula \( 2 \) equal to the convergence of the Gauss–Jacobi formula which has, however, a greater computational cost. About the order of convergence, the choice of the sequence \( \{ \sigma_n \}_{n \in N} \) plays a fundamental role. For example, if \( f(x) = (1 - x)^{\nu}, \ \nu \in R^+ \) then

\[ R^{GJ}_n(f; w^{\alpha, \beta}) \leq C_1 n^{-\nu}, \]

where \( \nu \) denotes the integer part of \( v, \) i.e. the largest integer less than or equal to \( v. \) On the other hand, \( \max_{\sigma_n \leq 1} |f(x)| = (1 - \sigma_n)^{\alpha+1} \gamma = n^{-\alpha-1} \gamma, \)

having chosen \( \sigma_n = 1 - n^{-1}. \) Therefore, formula \( 2 \) is also competitive compared with the convergence order of the ordinary Gauss–Jacobi formula.

A consequence of the previous theorem is the following

**Corollary 1.** Let \( \sigma_n = \sigma, \ n \in N, \ |\sigma| < 1, \) and \( |f(x)| \leq K, \ x \in [\sigma, 1], \ K \geq 0. \) Then, for sufficiently large \( n, \)

\[ R^{GJ}_n(f; w^{\alpha, \beta}) \leq R^{GJ}_n(f; w^{\alpha, \beta}) + C_1 \max_{\sigma \leq x \leq 1} |f(x)|, \]

where \( C_1 \) is independent of \( n \) and \( f. \)

The previous corollary concerns the choice of a constant sequence \( \sigma_n = \sigma, \ n \in N, \) and it does not provide a convergence result, i.e. such a choice of the sequence does not lead to a convergent formula \( 2. \) However, when \( f \) is significant with respect to the machine precision or to the required accuracy only in \( [1 - \sigma, 1], \ |\sigma| < 1, \) such a formula is of interest from a computational point of view. The formula \( 2 \) can also be interpreted as a formula to approximate the integral over the interval \( [1 - \sigma, 1]. \) Indeed, the following convergence result holds.

\[ \square \]

1 If \( A \) and \( B \) are two expressions depending on some variables, then we write \( A \sim B \) if and only if \( |AB^{-1}|, |AB^{-1}| \leq \text{const} \) uniformly for the variables under consideration.
Theorem 2. Let \(|f(x)| \leq K, \ x \in [1 - \epsilon, 1], \ \epsilon > 0, \ K \geq 0\). Then, for sufficiently large \(n\),
\[
\int_{-1}^{n} f(x)w^{a,b}(x)dx - \sum_{k=1}^{n} \int_{k}^{(k+1)n} f(x)w^{a,b}(x)dx \leq C' \bigg(1 - \sigma_n\bigg) m_{n+1} + \frac{C}{\alpha + 1},
\]
where \(C'\) is independent of \(n\) and \(f\).

Proof. This result follows immediately from
\[
\int_{-1}^{n} f(x)w^{a,b}(x)dx - \sum_{k=1}^{n} \int_{k}^{(k+1)n} f(x)w^{a,b}(x)dx \leq \sup_{k \leq n+1} |f(x)| \max\{1, 2\beta\} \frac{1 - \sigma_n}{\alpha + 1},
\]
and using the Theorem 1.

The previous results may be specified if the integrand enjoys a particular monotonicity. In this regard, consider the following results.

Theorem 3. Let \(|f(x)|w^{a,b}(x)\) be not increasing in \([1 - \epsilon, 1], \ \epsilon > 0\). Then, for sufficiently large \(n\),
\[
\int_{-1}^{n} f(x)w^{a,b}(x)dx - \sum_{k=1}^{n} \int_{k}^{(k+1)n} f(x)w^{a,b}(x)dx \leq \frac{C}{\alpha + 1},
\]
where \(C\) is independent of \(n\) and \(f\).

Proof. Since \(\sigma_n \in [1 - \epsilon, 1]\), for sufficiently large \(n\), in view of the assumption on \(f\), we have
\[
\int_{-1}^{n} f(x)w^{a,b}(x)dx - \sum_{k=1}^{n} \int_{k}^{(k+1)n} f(x)w^{a,b}(x)dx \leq \sup_{k \leq n+1} |f(x)| \max\{1, 2\beta\} \frac{1 - \sigma_n}{\alpha + 1},
\]
and using the Theorem 1.

Theorem 4. Let \(|f(x)|w^{a,b}(x)\) be not increasing in \([1 - \epsilon, 1], \ \epsilon > 0\). Then, for sufficiently large \(n\),
\[
\int_{-1}^{n} f(x)w^{a,b}(x)dx - \sum_{k=1}^{n} \int_{k}^{(k+1)n} f(x)w^{a,b}(x)dx \leq \frac{C}{\alpha + 1},
\]
where \(C\) is independent of \(n\) and \(f\).

Proof. Since \(\sigma_n \in [1 - \epsilon, 1]\), for sufficiently large \(n\), in view of the assumption on \(f\), we have
\[
\int_{-1}^{n} f(x)w^{a,b}(x)dx - \sum_{k=1}^{n} \int_{k}^{(k+1)n} f(x)w^{a,b}(x)dx \leq \sup_{k \leq n+1} |f(x)| \max\{1, 2\beta\} \frac{1 - \sigma_n}{\alpha + 1},
\]
and using the Theorem 1.
3 Computation of integrals on unbounded interval

The present section is devoted to the investigation of quadrature rules to compute the integral

\[ I(f\omega_\gamma) = \int_0^\infty f(x)\omega_\gamma(x)dx, \]

where \( \omega_\gamma(x) = x^\gamma e^{-x}, \gamma > -1, \) and \( f \) satisfies the smoothness condition if \( r \geq 1 \)

\[ f \in W^r_1(\omega_\gamma) := \left\{ f : f^{(r-1)} \in AC, \|f^{(r)}\omega_{\gamma+1/2}\| < \infty \right\}, \]

being \( AC \) the set of all real functions which are absolutely continuous on any bounded subinterval of \((0, \infty)\).

We consider the classical Gauss–Laguerre quadrature rule

\[ I(f\omega_\gamma) = I_n^G(f\omega_\gamma) + R_n^G(f\omega_\gamma) = \]

\[ \sum_{k=1}^n \lambda_k^\gamma f(x_k^\gamma) + R_n^G(f\omega_\gamma), \]

where \( \lambda_k^\gamma, k = 1, \ldots, n \) are the Christoffel constants with respect to the generalized Laguerre weight \( \omega_\gamma \), and \( x_k^\gamma, k = 1, \ldots, n \) are the zeros of the \( n \)th generalized Laguerre orthogonal polynomial ordered in increasing order.

\[ \frac{c_1}{n} < x_{n,1}^\gamma < x_{n,2}^\gamma < \ldots < x_{n,n}^\gamma < 4n - 2\gamma + 2 - c_2(4n)^\gamma, \]

with some constants \( c_1 \) and \( c_2 \) independent of \( n \geq 1 \) and \( k \in \{1, 2, \ldots, n\} \), (see [3] and [13]).

Let \( \{\tau_n\}_{n \in \mathbb{N}} \) such that \( \tau_n \leq \tau_{n+1}, 0 < \tau_n \leq cn, 0 < c < 1, \) and \( \lim_{n \to \infty} \tau_n = \infty \). We define the integer \( c_n = c(n) \) as

\[ x_{n,c_n}^\gamma = \min_{1 \leq k \leq n} \left\{ x_{n,k}^\gamma, x_{n,k}^\gamma \geq 4\tau_n \right\}. \]

Consider the quadrature rule with gaussian weights and nodes

\[ I(f\omega_\gamma) = I_n^G(f\omega_\gamma) + R_n^G(f\omega_\gamma) = \]

\[ \sum_{k=1}^n \lambda_k^\gamma f(x_k^\gamma) + R_n^G(f\omega_\gamma), \]

Define

\[ \delta_n(x) = \delta \left( \frac{x - x_{n,c_n}^\gamma}{x_{n,c_n+1} - x_{n,c_n}} \right), \]

where \( \delta \in C^\infty(\mathbb{R}) \), \( \delta(x) = 0 \) when \( x \leq 0 \) and \( \delta(x) = 1 \) when \( x \geq 1 \).

We remark that the function

\[ f_n = f - \delta_n f, \]

has the same degree of smoothness of \( f \).

The following lemmas are needed to prove the convergence of the quadrature rule (5).

Lemma 1. Let \( N_n = \left[ \frac{1}{c} \tau_n \right] \) with \( 0 < c < 1 \) fixed. For any \( f \in W^1_1(\omega_\gamma) \), we have

\[ \|f - f_n\|_{\omega_\gamma} \leq C_1 \left[ \frac{E_{N_n-1}(f')_{\omega_{\gamma+1/2}}}{\sqrt{N_n}} + e^{-\delta N_n} \|f\omega_\gamma\| \right] \]

where \( E_{N_n-1}(f')_{\omega_{\gamma+1/2}} = \inf_{P \in P_{N_n-1}} \|f - P\omega_{\gamma+1/2}\| \), and \( C_1, C_2 \) are independent of \( n \) and \( f \).

Proof. The proof is based on the inequality

\[ \int_0^\infty |p_v(x)\omega_\gamma(x)dx \leq \]

\[ A e^{-C\sigma} \int_0^\infty |p_v(x)\omega_\gamma(x)dx, \quad \sigma > 0, \]

for any polynomial \( p_v \) of degree \( \nu > 2(\gamma + 1)/\sigma \) and where \( A = A(\sigma) \) and \( C = C(\sigma) \) are independent of \( \nu \) and \( p_v \), (see [2]).

By using (3) we have

\[ \|(f - f_n)\omega_\gamma\| \leq \|f\omega_\gamma\|_{L^1(\tau_n, \infty)} \leq E_{N_n}(f)\omega_\gamma + \]

\[ \tilde{C} e^{-\delta N_n} \|f\omega_\gamma\|, \]

where \( E_{N_n}(f)\omega_\gamma = \inf_{P \in P_{N_n}} \|f - P\omega_\gamma\| \), and \( \tilde{C}, \tilde{C} \) independent of \( n \) and \( f \).

Thus, the assertion follows by Favard’s theorem. \( \square \)

Lemma 2. Let \( N_n = \left[ \frac{1}{c} \tau_n \right] \) with \( 0 < c < 1 \) fixed. For any \( f \in W^1_1(\omega_\gamma) \), we have

\[ \|R_n^G(f\omega_\gamma)\| \leq C_1 \left[ \frac{E_{N_n-1}(f')_{\omega_{\gamma+1/2}}}{\sqrt{N_n}} + e^{-\delta N_n} \|f\omega_\gamma\| \right] \]

where \( E_{N_n-1}(f')_{\omega_{\gamma+1/2}} = \inf_{P \in P_{N_n-1}} \|f' - P\omega_{\gamma+1/2}\| \), and \( C_1, C_2 \) are independent of \( n \) and \( f \).
\textbf{Proof}. By using Peano’s theorem [12], we have
\[R_n^{GL}(f_{c_n};w_y) = \int_0^\infty R_n^{GL}(\langle -t \rangle_+^{0} w_y f'_c(t)) dt,\]
where \((x-t)_+^{0} = 1\) if \(t < x\) and \((x-t)_+^{0} = 0\) if \(t \geq x\).

For \(0 \leq t \leq x_{n,1}^{C}\),
\[|R_n^{GL}(\langle -t \rangle_+^{0} w_y f'_c(t))| = |\int_0^\infty (x-t)_+^{0} w_y f'_c(t) dx - \sum_{k=1}^{n} x_{n,k}^{C} (x_{n,k}^{C} - t)_+^{0} | - \int_0^t w_y f'_c(t) dx| \leq C_n w_y + \frac{1}{2} (t),\]
where \(C_n\) is independent of \(n\).

For \(t > x_{n,1}^{C}\), being
\[|R_n^{GL}(\langle -t \rangle_+^{0} w_y f'_c(t))| \leq \lambda_n^{(C)}(t),\]
where \(\lambda_n^{(C)}(t)\) is the \(n\)th Christoffel function with respect to the weight \(w_y\), we deduce
\[|R_n^{GL}(f_{c_n};w_y)| \leq \int_0^{x_{n,1}^{C}} R_n^{GL}(\langle -t \rangle_+^{0} w_y f'_c(t)) | f'_c(t) | dt \leq C \sqrt{n} \int_0^{x_{n,1}^{C}} | f'_c(x) | w_y + \frac{1}{2} (x) dx,\]

having used
\[\lambda_n^{(C)}(t) \leq C \sqrt{n} w_y + \frac{1}{2} (t), \quad x_{n,1}^{C} \leq t \leq 4cn, \quad n \geq 1, \quad 0 < c < 1,\]
(see [3] and [13]).

Thus, since \(\delta_n^{(C)}(x) = 0\) if \(x \leq x_{n,1}^{C}\), and
\[\delta_n^{(C)}(x) \leq \|\delta_n^{(C)}\|/\|\delta_n^{(C)}\|, \quad 0 < c, \quad x \in (x_{n,1}^{C}, x_{n,C}^{C}) \sim \frac{\sqrt{n}}{x_{n,1}^{C}}\]
for \(x \in (x_{n,1}^{C}, x_{n,C}^{C})\), where we have used
\[x_{n,1}^{C} - x_{n-1}^{C} \sim \frac{\sqrt{n}}{x_{n,1}^{C}} / (4n - x_{n,1}^{C}), \quad k \in \{2, 3, \ldots, n\}\), (see [3]), recalling that \(f_{c_n} = f - \delta_n^{(C)} f\), we can write
\[|R_n^{GL}(f_{c_n};w_y)| \leq C_n \left( \frac{\left\| f_{w_y} \right\|_{L^1}^1}{\sqrt{n}} + \| f w_y \|_{L^1} \right),\]
with some constant \(C_n\) independent of \(n\) and \(f\).

Then, by (3) and Favard’s theorem, the assertion follows. \(\square\)

\textbf{Theorem 7}. For any \(f \in W_1^1(w_y)\) we have, for sufficiently large \(n\),
\[|R_n^{GL}(f;w_y)| \leq \hat{C}_1 \left[ \frac{E_{n,-1}(f') w_{y+1/2}^{1}}{\sqrt{n}} + e^{-\hat{C}_2 N} \| f w_y \|_1 \right],\]
where
\[E_{n,-1}(f') w_{y+1/2}^{1} = \inf_{P \in \Pi_{n,-1}} \| (f' - P) w_{y+1/2}^{1} \|, \quad N_n = \left[ \frac{1}{\epsilon_{n,1}} \right], \quad 0 < c < 1, \quad \text{and} \quad \hat{C}_1, \hat{C}_2 \text{ are independent of } n \text{ and } f.\]

\textbf{Proof}. The assertion immediately follows from Lemmas 1 and taking into account that
\[\hat{R}_n^{GL}(f;w_y) = R_n^{GL}(f_{c_n};w_y) + \| (f - f_{c_n}) w_y \|_1.\]
\(\square\)

We observe that, unlike what happens in the case of the bounded interval, the formula (5) performs better than the ordinary Gauss–Laguerre rule. Indeed, it was recently shown the same estimate of Theorem 7 for the gaussian error \(R_n^{GL}(f;w_y)\) but only in more restrictive assumptions on the function \(f\) (see Corollary 1 in [1]).

Since the Christoffel constants \(\lambda_n^{(C)}\) decrease rapidly with \(k\) goes to \(n\), it happens that for sufficiently large \(k\) the quantities \(\lambda_n^{(C)}(x_{n,k}^{C})\) are not significant with respect to the machine precision. In this case the following formula is useful in computations
\[I(f w_y) = R_n^{GL}(f;w_y) + \tilde{R}_n^{GL}(f;w_y) = \sum_{x_{n,k}^{C} \leq \tau} \lambda_n^{(C)}(x_{n,k}^{C}) + \tilde{R}_n^{GL}(f;w_y),\]
where \(\tau > 0\) is fixed in a suitable way. In this regard the following theorem holds.

\textbf{Theorem 8}. For any \(f \in W_1^1(w_y)\) we have, for sufficiently large \(n\),
\[|R_n^{GL}(f;w_y)| \leq \hat{C}_1 \left[ \frac{E_{n,-1}(f') w_{y+1/2}^{1}}{\sqrt{n}} + e^{-\hat{C}_2 N} \| f w_y \|_1 \right] + \hat{C}_3 n^{1/2} \max_{x \leq \tau} | f(x) w_{y+1/2}^{1} |,
\]
where \(E_{n,-1}(f') w_{y+1/2}^{1} = \inf_{P \in \Pi_{n,-1}} \| (f' - P) w_{y+1/2}^{1} \|, \quad N_n = \left[ \frac{1}{\epsilon_{n,1}} \right], \quad 0 < c < 1, \quad \text{and} \quad \hat{C}_1, \hat{C}_2, \hat{C}_3 \text{ are independent of } n \text{ and } f.\]

\textbf{Proof}. The assertion immediately follows from Theorem 7 taking into account that
\[R_n^{GL}(f;w_y) = \hat{R}_n^{GL}(f;w_y) - \sum_{x_{n,k}^{C} \leq \tau} \lambda_n^{(C)}(x_{n,k}^{C}),\]
and using (7). \(\square\)

Finally, it is interesting to truncate the Gauss–Laguerre formula also with regard nodes close to 0 when the function \(f\) has a particular behavior near 0. Let \(\{\eta_n\} \subset \mathbb{N}\) such that \(\eta_n \geq \eta_{n+1}\) and \(\eta_{n,1}^{C} \leq \eta_n \leq \eta_{n,n}^{C}\). We define the integer \(\eta_n = \nu(n)\) as
\[
\eta_n \leq \eta_n^{C} - \frac{1}{8}, \quad \nu_n \in \{1, 2, \ldots, n - 1\}.
\]

Consider the quadrature rule with gaussian weights and nodes
\[I(f w_y) = \tilde{R}_n^{GL}(f;w_y) + \tilde{R}_n^{GL}(f;w_y) = \sum_{k=1}^{n} \lambda_n^{(C)}(x_{n,k}^{C}) + \hat{R}_n^{GL}(f;w_y),\]
Table 1: Relative errors for the example \( \int_{-1}^{1} f_1(x) dx \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma_n = 1 - \frac{1}{n} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt{n}} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt[4]{n}} )</th>
</tr>
</thead>
</table>

Table 2: Relative errors for the example \( \int_{-1}^{1} f_2(x) dx \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma_n = 1 - \frac{1}{n} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt{n}} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt[4]{n}} )</th>
</tr>
</thead>
</table>

Table 3: Relative errors for the example \( \int_{-1}^{1} f_3(x) dx \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma_n = 1 - \frac{1}{n} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt{n}} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt[4]{n}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.1235 [1]</td>
<td>0.1235 [1]</td>
<td>0.1235 [2]</td>
</tr>
</tbody>
</table>

Table 4: Relative errors for the example \( \int_{-1}^{1} f_4(x) dx \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \sigma_n = 1 - \frac{1}{n} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt{n}} )</th>
<th>( \sigma_n = 1 - \frac{1}{\sqrt[4]{n}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.5672 [1]</td>
<td>0.5672 [1]</td>
<td>0.5672 [2]</td>
</tr>
<tr>
<td>8</td>
<td>0.0083 [1]</td>
<td>0.0083 [2]</td>
<td>0.0083 [3]</td>
</tr>
</tbody>
</table>
Theorem 9. For any $f \in W^1_{c,1}(\mathcal{W})$ such that $|f(x)| \leq K$, $x \in [0, \varepsilon]$, $\varepsilon > 0$ and $K \geq 0$ we have, for sufficiently large $n$,

$$
\left| R_n^{GL}(f, w) \right| \leq C_1 \left[ \frac{E_{n-1}(f')_{w_{p+1/2}}}{{n^2}^{1/2}} + e^{-C_2 n} \|f w\|_1 \right] + C_3 (\tau')_{p+1} \max_{0 \leq x \leq n} |f(x)|,
$$

where $E_{n-1}(f')_{w_{p+1/2}} = \inf_{P \in \Pi_{n-1}} \|(f'-P)_{w_{p+1/2}}\|_1$, $N = \left[ \frac{1}{2n} \right]$, $0 < c < 1$, and $C_1, C_2, C_3$ are independent of $n$ and $f$.

4 Numerical results

A set of test examples are considered to confirm numerically the convergence of the formula (2) in agreement with the main result consisting in the Theorem 1 and in the subsequent remarks. We have computed the integrals

$$
I(f_{w}^{\alpha, \beta}) = \int_{-1}^{1} f(x) w^{\alpha, \beta}(x) dx, \quad i \in \{1, 2, 3, 4\},
$$

where $\alpha$ and $\beta$ are the order of smoothness of the function $f(x)$.
assuming $\alpha = \beta = 0$ and $f_i(x) = (1-x)^{v_i}, i \in \{1,2\}$, $v_1 = 7/2$, $v_2 = 11/2$, $f_i(x) = \exp(2 - a_i x + x^2)$, $i \in \{3,4\}$, $a_3 = 20$, $a_4 = 40$. Obviously, these integrals can be efficiently computed by the gaussian rule with respect to a suitable weight, but our choice is merely demonstrative of the above. We have obtained the results for the relative errors $\left| R_n^{(2j)} (f_i; w^{(0)}_n) \right| / |I(f_i w^{(0)}_n)|, i \in \{1,2,3,4\}$ reported in Tables 1–4 for different choices of $\{\sigma_n\}_{n \in \mathbb{N}}$, where $n$ is the number of the gaussian nodes while the number in square brackets denotes the number of omitted nodes. Further, in Tables 5–6 we report the relative errors given by the approach suggested in the Theorem 3 to compute the integrals $\int_{-1}^{0} f_i(x) dx, i \in \{2,3\}$.

Finally, we have used the formula (3) to compute the integral

$$ I(f_3 w_3) = \int_0^\infty x^{10} e^{-2x} dx, $$

with $\gamma = 0$ and $f_3(x) = x^{10} e^{-x}$. In Table 7 we report the relative errors for different choices of the sequences $\{\sigma_n\}_{n \in \mathbb{N}}$ and $\{\tau_n\}_{n \in \mathbb{N}}$. Here $n$ denotes the number of the gaussian nodes while the numbers in square brackets denote the numbers of the omitted nodes near 0 and sufficiently large, respectively.

All the numerical experiments are carried out with MATLAB/R2011a.
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