
Appl. Math. Inf. Sci.8, No. 3, 977-983 (2014) 977

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/080306

Metaheuristic Algorithms: Optimal Balance of
Intensification and Diversification
Xin-She Yang1, Suash Deb2 and Simon Fong3,∗

1 School of Science and Technology, Middlesex University, London NW4 4BT, UK
2 Department of Computer Science and Engineering, Cambridge Institute of Technology, Ranchi, India
3 Department of Computer and Information Science, University of Macau, Macau SAR

Received: 8 May. 2013, Revised: 12 Sep. 2013, Accepted: 13 Sep.2013
Published online: 1 May. 2014

Abstract: In nature-inspired metaheuristic algorithms, two key components are local intensification and global diversification, and
their interaction can significantly affect the efficiency of a metaheuristic algorithm. However, there is no rule for how to balance these
important components. In this paper, we provide a first attempt to give some theoretical basis for the optimal balance of exploitation and
exploration for 2D multimodal objective functions. Then, we use it for choosing algorithm-dependent parameters. Finally, we use the
recently developed eagle strategy and cuckoo search to solve two benchmarks so as to confirm if the optimal balance can be achieved in
higher dimensions. For multimodal problems, computational effort should focus on the global explorative search, rather than intensive
local search. We also briefly discuss the implications for further research.
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1 Introduction

Many contemporary search algorithms for design
optimization have been based on Turing’s heuristic ideas.
In fact, in addition to genetic algorithms and neural
networks, there is a class of metaheuristic algorithms
which are inspired by some successful characteristics of
biological systems in nature [9,10]. Nature-inspired
metaheuristic algorithms, especially those based on
swarm intelligence, form an important part of
contemporary global optimization algorithms [3,6,9,19].
Good examples are particle swarm optimization [6,20,24]
and cuckoo search [12,22,23]. They work remarkably
efficiently and have many advantages over traditional,
deterministic methods and algorithms, and thus they have
been applied in almost all areas of science, engineering
and industry [4,10,21]. There are more than a dozen of
swarm-based algorithms using the so-called swarm
intelligence. For a detailed introduction, please refer to[7,
10].

On the other hand, many design optimization
problems in engineering and industry are highly nonlinear
under stringent constraints, and thus often NP-hard.
Therefore, to find optimal solutions to such optimization
problems it is usually very challenging if not impossible.

In the last two decades, a dozen of new algorithms such
as particle swarm optimization, differential evolution, ant
and bee algorithms, harmony search, firefly algorithm and
cuckoo search have appeared and they have shown great
potential in solving tough engineering optimization
problems [4,9], e-business service [25] and data mining
problems [26].

In this paper, we intend to analyze the key
components in metaheuristic algorithms so as to find the
possibly optimal balance between these key components.
It will further be confirmed by numerical experiments. To
our knowledge, this is the first time in the literature to try
to address the optimal balance of exploration and
exploitation for metaheuristic algorithms. The paper is
organized as follows: First, we briefly highlight the key
components of exploration and exploration in
meta-heuristics, followed by the analysis of possible
balance based intermittent search theory. Then, we
introduce briefly the eagle strategy and cuckoo search.
Finally, we use these algorithms to solve two test
benchmarks so as to confirm the optimal choice of
parameters.
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2 Intensification and Diversification in
Metaheuristics

Meta-heuristics can be considered as an efficient way to
produce acceptable solutions by trial and error to a
complex problem in a reasonably practical time. The
complexity of the problem of interest makes it impossible
to search every possible solution or combination, the aim
is to find a good feasible solution in an acceptable time
scale. There is no guarantee that the best solutions can be
found, and we even may not know whether an algorithm
will work and why if it does work, though we may know
the basic components that can help to work. The idea is to
have an efficient but practical algorithm that will work
most the time and is able to produce good quality
solutions. Among the found quality solutions, it is
expected that some of them are nearly optimal, though
there is often no guarantee for such optimality.

However, many metaheuristics can typically have
global convergence properties, and thus they usually can
find the global optimality in practice within a relatively
limited number of function iterations or evaluations. This
makes it particular suitable for metaheuristic algorithms
to solve global optimization. For example, cuckoo search
uses not only a search technique with good convergence
but also a randomization technique with more efficient
Lvy flights [12].

In principle, for a metaheuristic algorithm to be
efficient, it has to have some special capabilities. One of
such is to be able to generate new solutions that can
usually be more likely to improve the previous/existing
solutions and also be able to cover most important search
areas where the global optimum may lie. Another
capability is that an algorithm should be able to escape
any local optimum so that it cannot be stuck in a local
mode. A good combination may lead to good efficiency
under appropriate conditions, and this often requires
balancing two important components of any
metaheuristics: exploration and exploitation. However,
this itself is an unresolved optimization task.

The main components of any metaheuristic
algorithms are: intensification and diversification, or
exploitation and exploration [3,9,10]. Diversification
means to generate diverse solutions so as to explore the
search space on the global scale, while intensification
means to focus on the search in a local region by
exploiting the information that a current good solution is
found in this region. This is in combination with the
selection of the best solutions

2.1 Balance is the Key

An important component in modern metaheuristics is
exploration, often by use of randomization [3,9], which
enables an algorithm to have the ability to jump out of
any local optimum so as to explore the search globally.

Randomization can also be used for local search around
the current best if steps are limited to a local region.
When the steps are large, randomization can explore the
search space on a global scale. Fine-tuning the right
amount of randomness and balancing local search and
global search are crucially important in controlling the
performance of any metaheuristic algorithm.

Randomization techniques can be a very simple
method using uniform distributions and/or Gaussian
distributions, or more complex methods as those used in
Monte Carlo simulations. They can also be more
elaborate, from Brownian random walks to Lvy flights
[12]. Some theoretical implications suggest that Lvy
flights can be the optimal search strategy for revising
targets, while intermittent search strategy could be
optimal for non-revisiting targets [1,2].

Exploitation is the use of local knowledge of the search
and solutions found so far so that new search moves can
concentrate on the local regions or neighborhood where
the optimality may be close; however, this local optimum
may not be the global optimality. Exploitation tends to use
strong local information such as gradients, the shape of
the mode such as convexity, and the history of the search
process. A classic technique is the so-called hill-climbing
which uses the local gradients or derivatives intensively.

Empirical knowledge from observations and
simulations of the convergence behaviour of common
optimization algorithms suggests that exploitation tends
to increase the speed of convergence, while exploration
tends to decrease the convergence rate of the algorithm.
On the other hand, too much exploration increases the
probability of finding the global optimality but with a
reduced efficiency, while strong exploitation tends to
make the algorithm being trapped in a local optimum.
Therefore, there is a fine balance between the right
amount of exploration and the right degree of
exploitation. Despite its importance, there is no practical
guideline for this balance. So essentially each algorithm
uses different degrees of exploitation and exploration,
often far from optimal [3]. Some algorithms may have
intrinsically better balance among these two important
components than other algorithms, that is one of the
reasons why they may perform better [9,10].

2.2 Intermittent Search Theory

Even there is no guideline in practice, some preliminary
work on the very limited cases exists in the literature and
may provide some insight into the possible choice of
parameters so as to balance these components [1,2,8].
Intermittent search strategies concern an iterative strategy
consisting of a slow phase and a fast phase [1,2]. Here the
slow phase is the detection phase by slowing down and
intensive, static local search techniques, while the fast
phase is the search without detection and can be
considered as an exploration technique. For example, the
static target detection with a small region of radius a in a
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much larger spherical domain of radius R where a = R
can be modelled as a slow diffusive process in terms of
random walks with a diffusion coefficient D.

It is worth pointing out that the following results
assuming the targets are local optima or modes, and the
objective functions are multimodal. For unimodal
functions, there is no need to balance exploration and
exploitation because exploitation should be used mainly
in the search process. For convex unimodal, any local
optimality found is also the global optimal solution,
therefore, intensive local search exploiting local
information and update is preferred. Intermittent switch
between exploration stage and exploitation stage can be
optimal for multimodal functions where the
areas/volumes of the local modes are small, compared
with the area/volume of the search domain. Thus, we are
dealing with target modes with sparsity.

Let τa and τR be the mean times spent in intensive
detection stage and the time spent in the exploration
stage, respectively, in the 2D case [2]. The diffusive
search process is governed by the mean first-passage time
satisfying the following equations

D∇2
r t1+

1
2πτa

∫ 2π

0
[t2(r)− t1(r)]dθ +1= 0,

u ·∇rt2(r)−
1
τR

[r2(r)− t1(r)]+1= 0,

wheret2 andt1 are times spent during the search process at
slow and fast stages, respectively, andu is the search speed
[2].

After some lengthy mathematical analysis [1,2], the
optimal balance of these two stages can be estimated as
roptimal =

τa
τR

≈
D
a2

1
[2− 1

ln(R/a) ]
2 . Assuming that the search

steps have a uniform velocityu at each step on average,
the minimum times required for each phase can be

estimated as τmin
a ≈

D
2u2

ln2(R/a)
[2ln(R/a)−1] , and

τmin
R ≈

a
u

√

ln(R/a)− 1
2.

When u → ∞, these relationships lead to the above
optimal ratio of two stages. An interesting observation is
that the above results depend weakly on the domain size
R, and thus balancing these two key components can lead
to very efficient performance of the algorithm used [2]. In
addition, increase the global exploration velocityu can
also reduce the overall search time, and thus implicitly
enhance the search efficiency of the algorithm.

It should be emphasized that the above result is only
valid for 2D cases, and there is no general results for higher
dimensions, except in some special 3D cases [1]. Now let
us use this limited result to help choose the possible values
of algorithm-dependent parameters in eagle strategy [11],
as an example.

3 Eagle Strategy

Eagle strategy is a recent metaheuristic strategy for
optimization, developed in 2010 by Xin-She Yang and
Suash Deb [11]. More extensive studies have followed
[14,5]. It uses a combination of crude global search and
intensive local search employing different algorithms to
suit different purposes. In essence, the strategy first
explores the search space globally using a Lvy flight
random walk, if it finds a promising solution, then an
intensive local search is employed using a more efficient
local optimizer such as hill-climbing, differential
evolution and/or cuckoo search. Then, the two-stage
process starts again with new global exploration followed
by a local search in a new region.

The advantage of such a combination is to use a
balanced trade-off between global search which is often
slow and a fast local search. Some trade-off and balance
are important. Another advantage of this method is that
we can use any algorithms we like at different stages of
the search or even at different stages of iterations. This
makes it easy to combine the advantages of various
algorithms so as to produce better results. The main steps
are outlined in3.

Objective functionsf1( x), ..., fN( x)
Initialization and random initial guessxt=0

while (stop criterion)
Global exploration by randomization
Evaluate the objectives and find a promising solution
If pe <rand, switch to a local search
Intensive local search around a promising solution via an
efficient optimizer

if (a better solution is found), Update the current
best;end
end
Updatet = t +1
end
Post-process the results and visualization. Pseudo code of
the eagle strategy.

Here the only parameter is pe which controls the
switch between local and global search. That is, it
controls when to do exploitation and when to do
exploration. It is worth pointing that this is a methodology
or strategy, not an algorithm. In fact, we can use different
algorithms at different stages and at different time of the
iterations. The algorithm used for the global exploration
should have enough randomness so as to explore the
search space diversely and effectively. This process is
typically slow initially, and should speed up as the system
converges (or no better solutions can be found after a
certain number of iterations). On the other hand, the
algorithm used for the intensive local exploitation should
be an efficient local optimizer. The idea is to reach the
local optimality as quickly as possible, with the minimal
number of function evaluations. This stage should be fast
and efficient.
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3.1 Cuckoo Search

Cuckoo search (CS) is one of the latest nature-inspired
metaheuristic algorithms, developed in 2009 by Xin-She
Yang and Suash Deb [12,13]. CS is based on the brood
parasitism of some cuckoo species. In addition, this
algorithm is enhanced by the so-called Lévy flights, rather
than by simple isotropic random walks. This algorithm
was inspired by the aggressive reproduction strategy of
some cuckoo species such as theani andGuira cuckoos,
based on the following three idealized rules:

–Each cuckoo lays one egg at a time, and dumps it in a
randomly chosen nest;

–The best nests with high-quality eggs will be carried
over to the next generations;

–The number of available host nests is fixed, and the egg
laid by a cuckoo is discovered by the host bird with a
probability pa ∈ [0,1]. In this case, the host bird can
either get rid of the egg, or simply abandon the nest
and build a completely new nest.

As a further approximation, this last assumption can
be approximated by a fractionpa of the n host nests are
replaced by new nests (with new random solutions).
Recent studies suggest that cuckoo search can outperform
particle swarm optimization and other algorithms [13].

This algorithm uses a balanced combination of a local
random walk and the global explorative random walk,
controlled by a switching parameterpa. The local random
walk can be written as
xt+1

i = xt
i + s⊗H(pa − ε)⊗ ( xt

j − xt
k), where xt

j and xt
k

are two different solutions selected randomly by random
permutation,H(u) is a Heaviside function,ε is a random
number drawn from a uniform distribution, ands is the
step size. On the other hand, the global random walk is
carried out by using Ĺevy flights
xt+1

i = xt
i + αL(s,λ ), L(s,λ ) =

λΓ (λ )sin(πλ/2)
π

1
s1+λ , (s ≫ s0 > 0).

3.2 ES with CS

As ES is a two-stage strategy, we can use different
algorithms at different stage. The large-scale coarse
search stage can use randomization via Lévy flights. In
the context of metaheuristics, the so-called Lévy
distribution is a distribution of the sum ofN identically
and independently distribution random variables.

For the second stage, we can use differential evolution
as the intensive local search. We know CS is a global
search algorithm, it can easily be tuned to do efficient
local search by limiting new solutions locally around the
most promising region. Such a combination may produce
better results than those by using pure CS only, as we will
demonstrate this later. Obviously, the balance of local
search (intensification) and global search (diversification)
is very important, and so is the balance of the first stage
and second stage in the ES.

3.3 Choices of Parameters

There are a few algorithm-dependent parameters. For
cuckoo search, extensive parametric studies suggest that
we usen = 15, pc = 0.5 and λ = 1.5. In terms of the
balance of exploration and exploitation, the most
important parameter ispe in the eagle strategy.

If we use the simple, isotropic random walks for local
exploration, then we haveD ≈

s2

2 , where s is the step
length with a jump during a unit time interval or each
iteration step. From equation (2.2), the optimal ratio of
exploitation and exploration in a special case ofR ≈ 10a
becomesτa

τR
≈ 0.2. That is, we can usepe ≈ 0.2 in the

eagle strategy.
In case ofR/a → ∞, we haveτa/τR ≈ 1/8, which

implies that more times should spend on the exploration
stage. It is worth pointing out that the naive guess of
50-50 probability in each stage is not the best choice.
More efforts should focus on the exploration so that the
best solutions found by the algorithm can be globally
optimal with possibly the least computing effort.

In the case studies to be described below, we have
used the eagle strategy with combination with cuckoo
search to find the optimal solutions to two design
benchmarks, and we found that the optimal ratio is
between 0.15 to 0.25, which are roughly close to the
above theoretical result. This may imply that ES with CS
has an intrinsic ability of balancing exploration and
exploitation close to true optimal.

4 Numerical Experiments and Design
Optimization

There are a wide range of design benchmarks, and it is
not possible to include even a good fraction of these
benchmarks in a short paper. Therefore, we will use two
well-selected case studies to demonstrate how
metaheuristic algorithms perform for nonlinear global
optimization problems.

4.1 Standing-Wave Function

Let us first use a multimodal test function to see how to
find the fine balance between exploration and exploitation
in an algorithm for a given task. A standing-wave test
function can be a good example [10] f ( x) =

1+
{

exp[−∑d
i=1(

xi
β )

10]−2exp[−∑d
i=1 x2

i ]
}

·∏d
i=1cos2 xi,

which is multimodal with many local peaks and valleys. It
has a unique global minimum atfmin = 0 at(0,0, ...,0) in
the domain−20 ≤ xi ≤ 20 where i = 1,2, ...,d and
β = 15. In this case, we can estimate thatR = 20 and
a ≈ π/2, this means thatR/a ≈ 12.7, and we have in the
case ofd = 2 pe ≈ τoptimal ≈

1
2[2−1/ ln(R/a)]2

≈ 0.19. This
indicate that the algorithm should spend 80% of its
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Table 1: Variations ofpe and its effect on the solution quality.
pe 0.5 0.4 0.3 0.2 0.1 0.05 0.025
fmin 8.1E-9 9.4E-11 1.2E-12 2.7E-14 7.9E-12 8.4E-11 4.9E-9

computational effort on global explorative search, and
20% of its effort on local intensive search.

For the eagle strategy with cuckoo search (ES with
CS), we have usedn = 15 and 1000 iterations. We have
varied the switching probabilitype which essentially
controls the exploration and exploitation in the strategy,
and pe can thus affect the solution quality. A set of 25
numerical experiments have been carried out for each
value ofpe and the results are summarized in Table1.

This table clearly shows thatpe ≈ 0.2 provides the
optimal balance of local exploitation and global
exploration, which is consistent with the theoretical
estimation.

Though there is no direct analytical results for higher
dimensions, we can expect that more emphasis on global
exploration is also true for higher dimensional
optimization problems. Let us look a benchmark with
seven design variables.

4.2 Cobb-Douglas Production Optimization

For a production of a series of products and the labour
costs, the utility function can be written as
q = ∏n

j=1 u
α j
j = uα1

1 uα2
2 · · ·uαn

n , where all the exponentsα j

are non-negative, satisfying∑n
j=1 α j = 1. This is the

minimization of the utility
minimizeqsubject to∑n

j=1 w ju j = K, where
w j( j = 1,2, ...,n) are known weights.

Using the Lagrange multiplier method to convert it to
an unconstrained problem, we can obtain the solutionu1 =

K
w1[1+

1
α1

∑n
j=2 α j ]

, u j =
w1α j
w jα1

u1, where( j = 2,3, ...,n). For

example, in a special case ofn = 2, α1 = 2/3, α2 = 1/3,
w1 = 5,w2 = 2 andK = 300, we haveu1 = 40 andu2 = 50.

As most real-world problems have certain uncertainty,
we can now add some noise to the above problem. For
simplicity, we just modify the constraint as
∑n

j=1 w ju j = K(1+ γε), where ε is a random number
drawn from a Gaussian distribution with a zero mean and
a unity variance, and 0≤ γ ≪ 1 is a small positive
number.

We now solve this optimization problem by the Eagle
Strategy, and reformulating the equality by using their
expectation [11]. For γ = 0.01, the results obtained by CS
can be summarized in Table2 where the values are
provided with different problem sizen and different
numbers of iterations. We can see that the results
converge at the optimal solution very quickly.

Table 2: Mean deviations from the optimal solutions.

sizen Iterations deviations
2 1000 0.023
10 5000 0.040
50 5000 0.037
50 15000 0.019

5 Conclusions

Nature-inspired metaheuristic algorithms have now
gained increasing popularity, which is partly due to their
ability of dealing with nonlinear global optimization
problems. In this paper, we have first highlighted the
importance of key components of exploration and
exploitation in metaheuristics, and then provided a
simple, yet still practical estimate for the ratio of search
times or efforts of exploitation and exploration stages.
This estimate was based on the intermittent search theory
in the 2D case. However, this simple estimation does
provide some insight into the possibility that more efforts
should be placed on the global exploration for multimodal
problems. We then used two case studies to show that
numerical experiments are consistent with the theoretical
analysis.

Further research can focus on the extension of the 2D
results to higher dimensions. It may also be very fruitful to
investigate various type of optimization problems and see
how the distribution of modes and targets can be associated
with the performance of an algorithm, which may help to
identify the best algorithms for each type of problem.
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