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Abstract: This paper addresses the problem of estimating the popnlatean in the presence of auxiliary information when study
variable itself is qualitative in nature. Bias and MSE esggiens of the class of estimators are derived up to the filst@pproximation.
The proposed estimators have been compared with the tnadgitestimator and several other estimators considered®8ipgh. In
addition, we substantiated this theoretical claim by anigogb study to show the superiority of these estimators.
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1 Introduction

In the theory of sample surveys, it is usual to make use of tixdiary information at the estimation stage in order to
improve the precision or accuracy of an estimator of unkngepulation parameter of interest. Ratio, product and
regression methods of estimation are good examples in ¢hitext. Several authors includingd], [20Q], [5], [6], [14],

[12] and [17] suggested estimators using known population parametens auxiliary variable. But there may be many
practical situations when auxiliary information is not gable directly but is qualitative in nature, that is, aueiy
information is available in the form of an attribute. For exyae:

(a) The height of a person may depend on the fact that whdtkgrdrson is male or female.

(b) The efficiency of a Dog may depend on the particular brééldat Dog.

(c) The yield of wheat crop produced may depend on a partizalaety of wheat, etc.

(see B])

In these situations by taking the advantage of point biaterorrelation between the study variable y and the
auxiliary attributeg along with the prior knowledge of the population parameteawuxiliary attribute, the estimators of
population parameter of interest can be constructed.

In many situations, study variable is generally ignoredordy by ratio scale variables that are essentially qualiat
or nominal scale, in nature, such as sex, race, colourjaaligationality, geographical region, political uphdaV@ee
[2]). Taking into consideration the point bi-serial corr@at between auxiliary attribute and study variable, sdvera
authors including 3|, [4], [14], [7], [12], [15], [1], [13],[21], [22],[10,11] and [9,8] proposed improved estimators of
population parameters under different situations . All ¢ileers have implicitly assumed that the study variable Y is
guantitative whereas the auxiliary variable is qualitativ

There may be situations when study variable itself is qa@li¢ in nature. For example, consider U.S. presidential
elections. Assume that there are two political parties, Benatic and Republican. The dependent variable here is the
vote choice between two political parties. Suppose w¥ let1, if the vote is for a Democratic candidate and- O, if
the vote is for republican candidate. Some of the variablesduin the vote choice are growth rate of GDP,
unemployment and inflation rates, whether the candidatarising for re-election, etc. For the present purposes, the
important thing is to note that the study variable is a qatlie variable. One can think several other examples winere t
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study variable is qualitative in nature. Thus, a family eitbwns a house or it does not, it has disability insurance or i
does not, both husband and wife are in the labour force oramdysuppose is, etc. In this paper we propose estimators in
which study variable itself is qualitative in nature. (s2B.[

Consider a sample of size n drawn by simple random samplitftpwi replacement (SRSWOR) from a population
of size N. Letg andx; denote the observations on varialg@nd x respectively foit" unit (i=1,2,3N)@ = 1 , if it unit

N n
of population possesses attribyt@nd@ = 0 , otherwise. LeA= Y @ anda= 3 @, denotes the total number of units
i=1 i=1
. . . . . A a
in the population and sample possessing attrilgutespectivelyP = N andp = 5
population and sample, respectively, possessing attriaut
Let us define,

, denotes the proportion of units in the

_ vl @
I O i S (isgso

Such that,
E(e)=0,(i=p,1,3)
and
E(€}) = fC2,E(€}) = fCE(€) = f(Aos— 1)
E(erep) = fppuCpCx, E(e3€p) = fCpA12,E(€163) = fCxA03
where,

1 1 2 S% 2 S)%
= (h ) G -m-x

n

andppy is the point bi-serial correlation coefficient.

2 Estimators in Literature

[15] proposed the following ratio-type estimator for estimgtiunknown population mean when study variable is an

attribute, as
P —

The bias and MSE expressions of the estimtdio the first order of approximation is respectively, given b

2
B(ta) = f (% - ppbcpcx> 2)
MSE (ta) = fP (Cg +Cf - 2PprCpCx) 3)

[15] proposed a general class of estimator as,
th = H (pv U) (4)

andH (u, p) is a parametric equation of p and u such that

X| x|

whereu =

H(p,1) =P VP (5)

and satisfying the following regulations:
(i) whatever be the sample chosen, the point (p,u) assuraeshh values in a bounded closed convex suBsetdf the
two-dimensional real space that contain the point (p,1).
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(ii) the function H(p,u) is a continuous and boundedRjn.
(iii) the first and second order partial derivatives of Hjexist and are continuous as well as boundeg,in
where,

oH 1 0%H
Hi= = . M=o oo :
ou |, py_1 2 0w |, py_q
1 9%H 1 9%H
H3 = = and H4 = = —
2 dpdu p—Pu-1 2 0p? p—Pu-1
the bias and minimum MSE of the estimatgare respectively, given by
B(ty) = f (PpprprHg-f—C)%Hz-f— P2C§H4) (6)
MSE (tp)min = fP°C5 (1 - pg) (7)

[15] proposed another family of estimator for estimating P, as

(8)

B - aX+b]%  [(aX+b)— (ax+b)]P
te = [P+ 02(X =] [aﬂb} & {(aX+b)+ (a>?+b)]
The bias and minimum MSE of the estimatgto the first order of approximation, are respectively, gigsn

Biasi(te) = P(dz — 1) + f [(G2XB + G1PA)CS — q1PBPCCy] (9)
MAZ + A3AZ — 2A2A4A5]

10
Ads— A2 (10)

MSE (tc)min = {PZ—

where,

My = P?f (CF+ B*Cf — 2BpCyCx) , Mz = XfCE, Mg = P?f (ACE — 2BpCiCy)

My = PXf (—BCZ2+ pCpCx) . Ms=XPf (~Bc2)

here the optimum values ¢f andqy are given as

VASVAYEALYAY A As — Ao
e AtdamMols g e Arfe Aot

_ - 11
N Ans a2 2T Ml — A2 a1
where,

Ay = (PP +My+2M3) 4 = (—Ms — Ms) , A3 = (M) , A4 = (P? +Mg) , A5 = (—Ms)

3 Proposed Estimators
The following estimator is proposed
O\ /2\P
(%) (3) (2

wherea andf3 are suitably chosen constants to be determined such thatd¥i®E estimatot; is minimum.
The bias and MSE of the estimatgrto the first order of approximation are respectively, givgn b

Bias(ty) = a (a——zi_l) CIZ) + B <B——2|—1) CE + o BCxAgz+ o PpxCpCx + BCp)\lz (13)
MSE (t1) = P*f [C5+ ar°CS + B*(Aoa— 1) + 20 ppCyCx + 2BCpA12+ 20 BC,Aos] (14)
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Differentiating equation (14) partially with respectdoand , equating them to zero, we get the optimum valuea of
andp respectively, as
o — Cp{A0sr12— Ppx(Aoa—1)} B — Cp{PpxAoz—A12} (15)
Ce{(Aoa—1) = A, {(Aoa—1) =26,
Putting the optimum values af and from equation (15) into equation (14), we get the minimum MBEhe estimator
ty as

(Ao3Ppx — A12)?

MSE (ty)min = P?fC2 |1 — p2 — ~ =P “=2/_ 16
(1)mn p pr (Ao4_1_)\g3) ( )
Following [18], we propose a general family of estimators for estimatinasP
th= H(p,U,V) (17)
x . . _
whereu = < V= § andH (p,u,Vv) is a parametric function of p, u and v such that
H(p,1,1) =PVP (18)

and satisfying following regulations:

(iv) whatever be the sample chosen, the point (p,u,v) assuhevalues in a closed convex subRgtof the three-
dimensional real space containing the point (p,1,1).

(v) the function H(p,u,Vv) is a continuous and bounde&4n

(vi) the first and second order partial derivatives of H(p)exist and are continuous as well as boundeggin
Expanding H(p,u,v) about the point (P,1,1) in a second ofdglor series we have

to=H(p,u,v) =[P+ (p—P),1+ (u-1),1+4(v-1)] (19)
(tz— P) = [Peo+ e1H1 + esHz + PejH3 + €fHa + €3Hs + PegerHe + e1e3H7 + PepesH] (20)
where,
H
oH 1
P [p-pu-1
oH oH
Hl = 3 ) H2 = 3 )
du p=Pu=1 ov p=Pu=1
1 0%H 1 d%H
H3 = 3 3 H4 =35 ’
2 p2 p=Pu=1yv=1 2 u2 p=Pu=1yv=1
1 0%H 1 9%H
Hs=3 —— . He=3 - :
2 0V° |ppu-1v-1 2 0pdup_py_1y-1
1 9°H 1 9%H
H7 =3 ) H8 =3 )
2 dudv p—PU=Lv—1 2 dpov p—PU=1v=1

Taking expectations both sides of (20), we get the bias oésfienatott, to the first order of approximation, as
Btz) = f [PCEHa +C2Ha + (Aoa — 1)Hs + PppyCpCxHs + CxAogH7 + PCpA1oHs] (21)
Squaring both sides of (20) and neglecting terms of e’s lggpower greater than two, we have

(tp — P)? = [P} + €2H? + €3HZ + 2Peges Hy + 2PegesH; + 2e1e3Hi Ho| (22)
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Taking expectations of both sides of (22), we get the MSE efilder class of estimatas as
MSE (tz) = f [PC5+CZHZ + (Aoa— 1)HZ + 2PppCpCxH1 + 2PCpA12H; + 2CAosHaHo) (23)
On differentiating (23) with respect td; andH, equating to zero, respectively we obtain the optimum vahié$; and

Ho, as
Cp {AozA12— Ppx(Aoa— 1)} Cp {PpxAoz — A1z}

Hy = H; = 24
' Ce{(Aoa—1) — A&} 2 {1 -2} &4
On substituting the values &f; andH; from (24) in (23), we obtain the minimum MSE of the estimaioias
Ao3Ppx — A12)?
MSE (ta)mn = P2FC2 | 1 p2, — oalpx = A12)” 25
(oo = 1 1 G2 )
We propose another improved family of estimators for ediimgeP, as
’ (-
e |y e |G 20

wherey is suitable constant. g ardare constants that can takes values (0,1,-1) for desigiifilegeht estimators; anahy
andm, are suitable chosen constants to be determined such thatsgaare error (MSE) of the class of estimatois
minimum.

Expressing the class of estimatbyst equation (26) in terms of e’s, we have

t3 = mMyP(1+ o) (1+ yer) 9+ mpP(1+ ep)exp {% (1+ %) _1} 27)

Simplifying equation (27) and retaining terms up to the fingter of approximation, we have

+1 o 0(0+1
ts3—P=-P [1—m1 (1— ygeoer + 9(92 )vze%> —mp (1— 5083+ ( 5 )eﬁ)] (28)
Taking expectations both sides of equation (28), we get it df the estimatag to the first order of approximation, as
Bias(tz) = —P[1— mB— myE] (29)
where,
+1
8- {1- ytppcac,+ L8 2rcz) (30)
o 0(0+1
E— {1—§fppxcpcx+ ( 8+ )fcf}

Squaring both sides of equation (28) and neglecting thestéiawing power greater than two, and then taking expecttion
both sides, we get the MSE of the estiméatoto the first order of approximation, as

MSE (t3) = P? [1+ MEA + m5C + 2mympD — 2my B — 2mpE] (31)

where,
A= {1+ f (C3— 4ygopCyCx) + V?9(20+ 1)C2) }

. {1+ f (cg—zacpA12+ (624 3(5+2)} (oa— 1)) }

4

0+2)

5 5 1
D= {1+ f (cg —5CAiat (Roa— 1)~ 2/90pCoCx+ 12 9Cehos + 9(g+1) VQC§> }

2
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And B and E are the same as defined earlier in (30).
The MSE of the class of estimattrat equation (31) is minimised for the optimum valuesmafandm, given as

. (BC—DE) . (AE—BD)

M-y ™ ac-pp (32)

Putting equations (32) in (29) and(31), we get the resultimgmum bias and MSE of the proposed class of estimators
t3, respectively, as

. B2C — 2BDE + AE?
Bias(t3)min = —P [1 - C_ D2 ] (33)
B2C — 2BDE + AE?
_p2
MSE (t3)min = P [1— c D2 ] (34)
4 Efficiency Comparisons
First we compare the MSE of proposed estimatpesdt, with usual estimator,
MSE (t1) min = MSE (t2)min < V(p)
If,
A03Ppx — A12)?
fc2[1- p2, — AosPox=Aia]”| _ (o 35
PP o123 | =P 9
On solving we observed that above conditions holds alwaes tr
Now, we compare the efficiency of proposed estimatavith usual estimator,
MSE (t3)min < V(p)
If,
B?C — 2BDE + AE?
1- < fC2
AC—D?) <fCp (36)
On solving we observed that above conditions holds alwaes tr
Next we compare the efficiency of proposed estimatarith wider class of estimatds.
M$(t3)n‘in < MSE(tZ)Mn = Msz(tl)m'n
If,
B?C — 2BDE + AE? ) s (AosPpx— A12)?
— < fC5|1— - 37
e B e 7
Finally, we compare the efficiency of proposed estimgfovith class of estimatar proposed by15] as
MSE (t3)min < MSE (tc)min
If,
Zop 2 D1A2 + A3DZ — 20,041
p2[, B 2BDE2+AE < [p2_ 41d5 + Ashy 2245 (38)
(AC—D?) MAz — A2
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5 Empirical study

Data Statistics: The data used for empirical study has kedemtfrom P]-pg, 601. Using raw data, we have calculated
the following values.

where,

Y Home ownership.

X Income (thousands of dollars).

11 | 40| 0.525| 14.4| 0.897 | 0.963 | 0.308 | -0.118 | 1.75| -0.153

The following Table shows comparison between some exigstignators and proposed estimators with respect to usual
estimator.

Table 1: Percent relative efficiency of proposed estimators witheesto usual estimator.

Estimators| p t3 ty te t1 to t3
g=10=19g=10=-1g=0,0=1
PRE 100 | 189.38 | 511.79| 518.05| 513.92 | 513.92 685.51 199.20 141.23

Table 1 exhibits that the percent relative efficiencies efphoposed estimatots, t, andtz along with percent relative
efficiencies of some existing estimators in case of qualéatharacteristics. Here we observed that the MSE'’s of the
proposed estimatots andt, are similar at their optimums. The proposed estimatpendt, are better than the usual
estimator p and general class of estimdgdbout less efficient than the minimum MSE of the class of estim@t(due

to [15]) and proposed class of estimatgrfor the given data set. Under empirical comparison the perdmce of the
proposed class of estimattyis analyzed for the different values of g addIt was found that the proposed class of
estimatottz is most efficient for the choice g=&,= 1 among all the estimators considered in this paper for ttimaton

of P.

6 Conclusion

This paper deals with an interesting and new problem whicblVres the estimation of the qualitative characteristiics.
my cognizance this problem is new and ol has suggested some estimators for such situation. Inrtiiteave have
proposed three estimators when study variable is itselttaibwate using the quantitative auxiliary information. \Wave
determined the bias and mean square error of the proposeth&ss to the first order of approximation. In theoretical
and empirical efficiency comparisons, it has been showrtlilegiroposed estimattyris more efficient than the estimators
considered here. Since onl{q] has considered such situation and proposed some estiaralawe have compared with
the available estimators due tbg therefore, we can say that our proposed estimiatisrmost efficient estimator among
all the estimators available for the estimation of the datlie characteristics.
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