Appl. Math. Inf. Sci.9, No. 1, 507-516 (2015) %N =¥\ 507

Applied Mathematics & Information Sciences
An International Journal

http://dx.doi.org/10.12785/amis/090159

Research on Improvement of Task Scheduling Algorithm
in Cloud Computing

Wu Mingxirt

Higher Education Research Institute Beijing UniversityAgronautics and Astronautics, Beijing 100191, China

Received: 26 Apr. 2014, Revised: 27 Jul. 2014, AccepteduR®014
Published online: 1 Jan. 2015

Abstract: In recent years, cloud computing has been focused as a new afiarvice in the field of computer science. This paper
starts from the definition, key technology and correspogdimaracteristic that are reviewed from all the aspectsafcccomputing.

As found in both literature and practice, the cloud commuface the grand quantity of the user groups, as well as thetityaf tasks
and massive data, so the processing is also very signifidant.to schedule tasks efficiently has become an importafti@noto be
solved in the field of cloud computing. For the programmiragfework of cloud computing, a dual fithess genetic algorigpfGA),

it can get shorter total task scheduling completion timelaatter results, and the results of the scheduling task gee@mpletion time

is also shorter. Through the simulation experiment of tlge@thm, compared with other algorithms, the experimergaults show
that, this algorithm is better than adaptive genetic atorj which can be an efficient task scheduling algorithm gudlcomputing
environment.

Keywords: cloud computing, task scheduling, algorithm improvement

1 Introduction Cloud is a metaphor, the Internet network. In the past in
) , the figure are often used to represent the network cloud,
In the last five years, cloud computing has from theaq aiso used to represent the Internet and the abstraction
original (Twentieth Century 90 time metaphase) proposetsf the underlying infrastructure. Cloud computing refers
by people to become a hot question studied in academigy the |T infrastructure delivery and usage patterns,
and indu_strial circles. Accord!ng to the America markgt through the network to on-demand, easy extension ways
survey firm Gartner magazine in 2011 10 strategiCig ohtain needed resources; generalized cloud computing
technologies in cloud computing, he ranked first. service delivery and usage patterns, through the network
The rapid development of cloud computing indicates, ondemand, scalable way to obtain the desired service.
that the technology can bring a bright prospect and morerys service can be IT and software, Internet, but also
economic benefits1]. The so-called cloud computing, other services. It means that the calculation can also be

which is simply to virtualization technology as the ,seq as a kind of commodity circulation through the
foundation, take the network as the carrier, to the user Ahternet.

the main body to provide infrastructure, as its platform,
software and other services to form, the supercomputing Virtualization can provide good technical support for
service integration mode of massively scalablecloud computing, cloud computing can be regarded as the
computing, storage, data, application of distributedapplication virtualization technology. In the past few
computing resources for collaborative work. years, there have been many cloud computing research
Cloud computing is a computing method based on theand development group, such as Google, IBM, Microsoft,
Internet, by this way, the sharing of hardware resourcesAmazon, Alisoft, Huawei, Baidu, Alibaba, nearly all the
and information can be provided according to domestic and international well-known IT companies
requirements to computers and other equipment, mainlyaunched a cloud computing solution. At the same time,
is the increase in Internet related services, use andhe academic circles at home and abroad have on cloud
delivery model based on, usually via the Internet providescomputing and its key technology related theory is
dynamically scalable and often virtualized resourcds [ studied deeply.
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Cloud computing shared resource dependent tchardware and software of data center facilities called
achieve economies of scale, similar infrastructure (ssch acloud. Available to the public through the cloud is called
power network). Resources integration of a large numbepublic clouds make both ends meet way, such as Amazon
of service providers for multiple users, users can easilyS3 (Simple Storage Service), Google App Engine and
request (loan) more resources, and adjust the amount d¥licrosoft Azure, and not open to the public organization
use, will not need the resources released back into thaternal data center cloud called private cloud.
entire architecture, so the user does not need to because of Definition of NIST (National Institute of Standards
short peak demand to buy resources abundant, onland Technology): cloud computing is a pattern of
enhance the loan amount, the demand reduction they rentesource use, it can computer resource pool with
The service provider to the unmanned released resourcenvenient, friendly, on-demand access way through
to other users, and in accordance with the demand of thaetwork access configuration (such as network, servers,
whole rent adjustment. storage, applications and services), in this kind of mode,

Basically, cloud computing is another huge change incan quickly supply and to the minimum management cost
the development history of computer technology, after theto provide services]].
1980s when large computer changed into client server. Sun company thinks, there are many types of clouds,
With cloud computing and the related technology, usersand there are many different applications can use the
who do not have the appropriate professional knowledgegloud to construct. The cloud computing is helpful to
no longer need to understand the “cloud” of the improve the application deployment speed, help to
infrastructure in details or directly control the “cloud”. accelerate the pace of innovation, and cloud computing
Cloud computing describes a new Internet based on ITmay be we are unable to imagine. As the creation of this
services increased, with more use and delivery modelphrase “the network is the computer”, Sun company
usually via the Internet which provides dynamically believes that cloud computing is the next generation of
scalable and often virtualized resources. network computingT].

In addition to the above, there are some definitions
about cloud computing. The definition of computer of
; ; cloud computing is different, Public opinions are
2 Overview of cloud computing divergent. The author thinks: cloud computing is a model
) of large-scale resource sharing, it is the core technology
2.1 Related concept and its development based on virtual technology, scale economy to drive, with
Internet as a carrier, to the user as the main body, in
At present there is a popular explanation of “cloud accordance with the dynamic customer requirements to
computing” why is called “cloud computing”: when the provide virtualization, scalable business model. More
Internet just emerging, people drawing used a cloud to theprecisely, cloud computing is a service mode and not a
Internet, so in the choice of a noun to indicate the newpure technology. In cloud computing model, different
generation Internet based on a way to count the choice okinds of IT services according to user requirements and
“cloud computing” this noun. Although this explanation construction scale, the dynamic requirements of operation
is very interesting and romantic, but easy to let peopleand maintenance, the user generally pay as you go (pay as
into the clouds, no positive solution. Since 2007, IBM you go) will pay its use of resources in the network
proposed the concept of cloud computing, many expertsapplication service fees. Commonly referred to as the
research organizations and manufacturers from differenSaaS, and the hardware and software facilities for data
research perspective gives the definition of cloudcenter resource poolis also clow].[‘Cloud” is a virtual
computing. There are hundreds of definitions about cloudcomputing resources can be self maintenance and
computing, as Wikipedia shows on cloud computing management, usually some large-scale server cluster,
which has always been updated according to differenincluding the calculation of the server, storage services
scholars’ research and conceptualization, and differencend broadband resources etc..
between different versions is very big] [ To sum up, cloud computing is the development of

According to the latest definition given on Wikipedia computing and grid computing, parallel, is a kind of
updated in 2011: “the cloud is a dynamic scalable virtualdistributed computing, its basic idea is through the
resource of software and data to the calculation of usenetwork will be huge computing program automatically
through Internet, like electric power, the user does notsplit into numerous smaller subroutine, to pay the huge
need to know the details of the cloud, also won't have thesystem consists of multiple servers, calculation and
infrastructure that supports the cloud computinganalysis after the treatment results back to the user
management”]. through a searcher, and the “cloud” exists to provide these

Berkeley white defines it as below5][ cloud resources of the network. Cloud computing provides
computing, including software and hardware facilities to service for users is huge, so the “cloud” in the task is
provide these services on the Internet service applicatiomnormous, the system time to deal with massive task, so
and data center. Application service that is SaaSthe task scheduling is the key and difficult points in the
(Software as a service, software as a service), and theloud.
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No matter what the scholars defines cloud and cloudl) SaaS mode: Software as a service
computing, in all the definitions, the user can get better It is a mode that supplies customers software through
service through the browser, desktop applications or the Internet. With it, the user does not need to buy the
mobile applications to access cloud services. To promote software, but the rent service business operation
the view that cloud computing allows companies to computing application infrastructure on the cloud. The
deploy the application more quickly, and reduce the customer does not manage or control the underlying
complexity and cost of maintenance management, and cloud computing infrastructure, including network,
allows the IT resources rapidly redistributed to cope with ~ servers, operating system, storage, or even individual
rapid change of enterprise demand. Under such application. The function of each module the software
conditions, we can draw a sample architecture how cloud system can by each customer customize, configuration,
works as shown in Figuré. assembly to satisfy the system requirements. Typical
CRM relationship management online customer
provided by Salesforce (Client Relationship
Management) service, Zoho Office, Webex, and Email.
In the “software as a service (SaaS)” mode, the user
can access the service software and d&la The
service provider is the maintenance of infrastructure
and platform services to maintain the normal operation
of. SaaS is often called a “on-demand software”, and is
usually based on the fees for the use of hours,
sometimes the subscription business services. SaaS
allows companies to borrow from the outsourcing of
hardware, software maintenance and support services
for service providers to reduce the IT operating
expenses. In addition, because the application is
concentrated supply, updates can be real-time release,
without requiring the user to manually update or install
new software. The defect of SaaS is that the user data
is stored on the server service provider, the service
provider has the ability to unauthorized access to these
data.
2) PaaS mode: Platform as a service

Cloud
Platform
(eg Web Frontend)

Cloud Service
{eg Queue)

Cloud
Infrastructure
(eg Billing WMs)

Cloud Storage
(eg Database)

Fig. 1: The sample architecture of cloud computing.

2.2 Delivery modes of cloud computing

There are 3 delivery mode of cloud computing in the
principle opinion. Cloud computing service levels can be
divided into the infrastructure as a service layer, platfor

as a service layer and the software as a service layer,

market entry conditions from high to low. At present,

more and more manufacturers can provide different levels
of cloud computing services, some manufacturers also

can provide the equipment, software platform, multi-layer
cloud computing services.

Figure 2 is a description of the 3 delivery modes of
cloud computing, showing how it provides service to the
end customers.

Customers

AT

SaaS

PaaS

laaS

Virtualization Platform

Network layer

Fig. 2. The 3 delivery modes of cloud computing.

Such mode provide the customer with supplier
development languages and tools (such as Java,
python, Net) to deploy the application created to cloud
computing infrastructure. The core technology is the
distributed parallel computing. PasS actually refers to
the software development platform as a service, based
on SaaS model presented to the user such as the
Google App. Typical Engine (GAE) only allows the
use of Python and Java language, called the Django
Web application framework called GAE to develop an
online application service based on.

3) laaS mode: Infrastructure as a service

Through the network as a standard service provides
on-demand elastic infrastructure services, its core
technology is virtualization. Can be expensive high
performance computer through cheap computer cluster
computing ability. The typical such as Amazon’s cloud
computing AWS (Amazon Web Services) Elastic
Compute Cloud EC2 and simple storage service S3,
IBM blue clouds.
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2.3 Deployment modes of cloud computing

(1) fork
(1) fork

Basically, there are 4 modes of deployment in cloud
computing, or 4 kinds of cloud, the private cloud, the
community cloud, the public cloud and the hybrid could.

1) private cloud: The cloud infrastructure is built
separately for a customer, and provide the most
effective control of the data, the safety and quality of
service. Private cloud can be deployed in the enterprise
data center, also can be deployed on a hosting site, by
single organization owned or leased.

2) community cloud: Infrastructure is shared by several
organizations, and is a common concern of community
service (such as task, security requirements, policiec fie
and compliance considerations).

3) public cloud: Infrastructure is a sales of cloud
computing  services organizations have, the
organization will cloud computing services to the
general public or to a large industry group, often in
public cloud apart from customer where a building
hosting, and by providing a like enterprise
infrastructure of flexible even temporary extension,
provides a method to reduce the risk and cost of the higher level of abstraction of cloud computing
customers. resources.

4) hybrid cloud: Infrastructure is composed of 2 or more4) rapid elasticity: rapid deployment of resources or

split 0

worker

split 1

split 2

split 3

output
file 1

split 4

worker

Map
phase

Il

Intermediate files
(on local disks)

Reduce
phase

Output
files

Fig. 3: Executing of Map/Reduce.

according to the needs of consumers. The allocation of
customers have special independent resources,
customers usually don’t need any control or know the

exact location of the provided resources, you can use a

than 2 kinds of cloud (private, community and public),

each cloud still remain independent, but combine them
with the standard or proprietary technology, with data
and the portability of applications (for example, can be
used to treatment of sudden load), hybrid cloud helps to

services. Computing services according to the user
demand change quickly and flexibly to realize the
resource supply. Cloud computing platform can be
rapidly deployed and provide resources according to
customer demand. Usually, resources and services can

be infinite, can be any number of purchase or at any
time. Cloud computing service according to users of
resources.

5) measured service: cloud service system can provide
measurement model according to the type of service,

For end users and the whole network environment, nearly cloud automatic control system by using the abstract

all the kinds of cloud computing modes, as mentioned Service some appropriate (such as storage, processing,

above, have the following characteristics. bandwidth and active user accounts) measurement
. . capability to optimize resource utilization rate, can also

1) on-demand self-service: users can expand according to monitor, control and management of resource use. At

their actual needs and the use of cloud computing the same time, can provide transparent service between
resources, has the ability to quickly provide resources syppliers and consumers.

and services. Can be convenient for computing power
via the network application, configuration and calls,
service providers can timely resource allocation and ]
recovery. 3 Key technology of cloud computing
2) broad network access: by providing self-service
through the Internet, users do not need to depon3
complex hardware and relevant application software,
also do not need to know the physical location of the
resource and the configuration information, computingAt present, most of the cloud computing environment
resources can be directly through the Internet orproposed by Google Map/Reduce programming model,
intranet enterprise transparent access to obtain the highrogramming model used in most information technology
performance computing ability. With internet access. vendors proposed cloud scheme, is the idea of the
3) resource pooling: the provider's computing resourcesdevelopment of Map/Reduce based programming tool, it
together, the different physical and virtual resourceis especially suitable for data generation and processing
dynamic allocation of multiple consumers through the of large scale set. The implementation process is shown in
use of multi tenant model, and re allocate resourcesigure3.

provide on-demand and external supply expansion.

2.4 Basic characteristics of cloud computing

.1 Programming technology
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As seen from Figure3, the Map/Reduce includes 6 server overload. In order to make the structure more clear,
procedures, all of which can be divided into two main part of the non important module (e.g. access control and
stages: task scheduling) is not reflected in the diagram. Like

The Map stage to a large task into smaller subtasks obther cloud computing systems, cloud storage service
M through the Map/Reduce function, then the rationing of system in this paper is deployed in a computer cluster
multiple worker (assigned to perform the Map operationabove. A GFS cluster consists of a master server and
worker) parallel execution, intermediate files output block a lot of chunk server, and by many clients access
processing; the Reduce phase goes after the Map phaste main server storage.
when the results were pooled analysis processing, output All file system metadata, including name space,
the final result: theR output files R is the number of access control information, from the mapping file to the
Reduce tasks). current position of the block. It also control system the

scope of activities, such as block lease management,

isolated piece of garbage collection, block migration
3.2 Storage and distribution technology of between servers. The server block through regular
massive data heartbegt ‘messages Wlth' each bloc'k server

communication, and collect their state information.

Cloud computing data storage system uses distributed

storage mode to ensure the reliability of data redundanc ;
storage way. GFS (Google file system) and HDFS,y“J"B Management technology of massive data

developed on the base of GFS by Hadoop team, are thgiassive data management refers to the computation, the
most widely used cloud computing data storage systemjarge-scale data analysis and processing, such as all kinds
GFS is a scalable distributed file system, for large,of search engines. With the Internet as a computing
distributed, large amounts of data access application. Th@|atform of cloud computing to distributed, massive data
design idea of GFS is different from the traditional file efficiently and reliably processing and analysig. [
system, which is designed for large-scale data processingoogle BigTable (BT) data management technology is
and Google application characteristics. AlthOUgh it iSthe main|y used cloud Computing data management
running on ordinary hardware Cheap, but can provide faU|tsystem; besides, the open source data management
tolerance. It can give a large number of users with highmodule of HBase and Hive developed by Hadoop team,
performance service. which is an open-source data tool based on GFS, mainly
used for the storage and processing of large structured
data. BT is built on GFS Scheduler, Lock, Service and
Map/Reduce in a large distributed database, different
from the traditional relational database, all data were
handled as objects, forming a huge table used to store
large, distributed structured data.

4 Many projects use Google BT to store the data,
including Webpage query, Google Earth and Google

- financial. These applications to the BT of each are not
Cloud database Decision making tools identical: the size of the data (from URL to network page
to the satellite image), the reaction rate of differentiiro

Cloud the rear end of treatment to real-time data service). For
Storage system based on logs Platform different requirements, BT successfully provides flexible
and efficient service. Figur®& is the architecture of
BigTable storage service.

1 2 3 n users

Application container

Cloud file system

“Contents” Columns
ervdr ¢ ers ' :

Fig. 4: The architecture of storage service.
ROWS

As shown in Figured above, the exchange client and
server can only be used for metadata operations,
communications operation of all data are directly through
the application of container and cloud file system
associated with the master server, this can greatly Fig. 5: The architecture of BT storage system.
improve the efficiency of the system, prevent the main
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3.4 Virtualization technology more ideal, and the task to complete an average larger
time [8]. This paper proposes DFGA to improve the task
Virtualization technology is the core part of the cloud scheduling strategy in cloud computing, by optimizing
computing system, is the key technology of computingthe scheduling of tasks to maximize the efficiency of the
and storage resources fully integrated and efficient use of¢loud computing environment.
The characteristics of cloud computing is mainly  In the operating system, scheduling is a kind of self
embodied in the virtual scalable, distributed and dynamic distance distribution, so the scheduling algorithm refers
and virtualized as the main characteristic of cloudto: resource allocation algorithms based on the specified
computing, cloud computing environment plays a resource allocation policy system. For the system and the
decisive role in building. system target different, usually adopt different schedpli
Virtualization technology is accompanied by the algorithm, for example, in a batch system, in order to take
emergence of computer technology to produce, as thgare of a large number of period of operation, the
core technology of cloud computing, plays a very scheduling algorithm should be used short job priority;
important role, provides data center deployment of newand if in a time-sharing system, in order to ensure that the
and management methods, brought experience efficiergystem has reasonable response time, should be
and reliable management for data center administratorsscheduling using round robin9[10]. A variety of
but also can improve the utilization rate of data centerscheduling algorithm at present, some algorithms for
resources, low function green environmental protection. scheduling, the algorithm is applied to the process of
Through virtualization technology, deployment of scheduling; but there are also some scheduling algorithm
each application environment and physical platform ofcan be used for scheduling, can also be used for process
cloud computing is it doesn’t matter, through the virtual scheduling.
management platform, expansion, migration, backup, all ~ Evolutionary algorithm is based on Darwin's theory
operations are completed through the virtual level. Theof evolution thought as the foundation, through the
essence of virtualization technology is the realization ofproblem solving to simulate the evolution process and
software and hardware of isolation, the physical resourcesnechanism of the artificial intelligence technology
change manageable resources as logic. selforganizing, adaptive 1fl]. Biological evolution is
At present, cloud computing, Vvirtualization realized through reproduction, mutation, competition and
technology mainly includes the single resource into a splitchoice; and the evolutionary algorithm mainly through
mode multiple virtual resources, including a plurality of selection, recombination and mutation of these three
resources into a virtual resource aggregation modeloperations are implemented for solving optimization
Virtualization technology according to the object can be problems 2.
divided into virtual storage, computing virtualization, Genetic algorithm (GA) is inspired by the Holland in
network virtualization, computing virtualization is 1975 from biological evolution theory and put forward,
divided into system level virtualization, application parallelism and global searching are two of the most
virtualization and desktop virtualization. significant features of GA13]. The task scheduling
problem under the cloud computing environment, a
genetic algorithm for task scheduling to achieve better
4 Algorithm improvement of task scheduling results. According to Map/R_educg model, and in order to
. . get the total task execution time and task average
in cloud computing execution time of task scheduling results are shorter, this
paper made some improvements on the genetic algorithm,

Under the Map/Reduce programming model, how to carryadds a fitness, two fitness to selected populations, namely
on many of the sub tasks scheduling at the same time igouble fitness genetic algorithm (DFGA).

a complicated problem. In cloud computing, by providing
services to many users, taking into account the response
time of each user, can’t keep some users waiting too long. . .

At the same time, the suppliers also want to consider4'1 Chromosome encoding and decoding
the user’s overall satisfaction, so the average completion
time of task will be measured. While some task There are so many ways in chromosome coding, namely,
scheduling algorithm is only concerned with the total taskthe direct coding, in which the task execution status code
completion time, the maximum waiting time for users, is directly used, and the indirect encoding, which is using
not the average completion time of task focused tooresources-task indirect coding method4[l5]. The
much, it will cause the loss of many potential excellent number of chromosome of length of sub tasks, each gene
genes, because the average completion time is smallén the chromosome value corresponding to the position
when the task, to find the total completion time becomenumber of sub tasks to resources on the resource number.
smaller tasks possible; and in cloud computing and puta Consuming that there afletasks, andlV resources, the
user program is divided into many sub tasks to perform, itt™" task is divided intd\ sub tasks, the number of which is
is more likely to cause the total task completion time istaskNt), thus the total number of sub taslsbTN will
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be: 4.3 The fitness function
T
SUbT N= zitaskl\(t) (1)  Genetic algorithm is a fitness function is used to select the
i= evolution of next generation, and to find the optimal

) , solution of the problem. It is very important to select,
For example, 3 tasks need processing with 3 workefg|ated to the algorithm convergence speed and solution
resources, and each task has been divided into severg|,ajity

subtasks. Task 1 is divided into subtask1l, subtask12; | 'task scheduling an important goal is: the total task
Task 2 is divided into subtask21, subtask22, subtask23gompletion time is short. But the task of average used
Task 3 is divided into subtask31, subtask32, subtask33jme cannot be ignored, the average time taken to task
subtask34, subtask35. Thus, there are 10 subtasks in alitter consideration, is conducive to the convergence speed
Then the number of these subtask, which can be a seri€gt the algorithm are improved, but also to find the optimal
by a simple method: followed by the sequence ofphecessary, that is: not only the total task completion time
tasksubtask sequence coding. So serial number of th@ ghort, and the task of the short time on average. So the

subtaskj in Taski is m: definition of the two fitness function can be:
i1 fi(i)=1/SCOW;);1<i<S1<j<W 6
m= > taskNK)+ ] ) = /SER) T tjskTirJnét i) Y
k=1 fo(i) = meantimé) = 2i-1 T ’ (7)

After that, the chromosome decoding will be taken L .
) ' C ' The formula taskTime(i) means the time to complete
tr;s:;ﬁt thgfS:thNO?'SSth).mogegeJZr?CneWr%rsk:Jr;eziﬁfeﬁaskj in the individuali. That is to say, if the total time to
guch ai the chromosome deco%ling' complete the task and the average used time in individuals
' is shorter, the greater fitness value will be, the more easily
W1:{3,8,9,10; W2:{1, 4,5, #; W3: {2, 6} to be chosen.
Through the decoded sequence and ETC (Expected
Time to Compute) i[j] said thei subTN execution
completed by the use of time in theresources, which : ; :
can be calculated for each resource all the sub tasks an4d'4 Genetic manipulation

g;ﬁer?s%gﬁ]ﬁe?:;n?h'gntr;;insefgﬁﬂg}f;égg;!me’ the tOtal:irstly, the selection operation is going to be made, which
: is a genetic algorithm for the individual adaptability
N evaluation method, but also the realization of the basic
Fl(x):mV\éleworker(w,i) (3) way of good genes spread group€]. The selection
w=1 & operator in DFGA with roulette wheel selection mode,
through the two fitness function, the equation (5) and (6),

Through the decoding sequence and ETC matrix, théh€ probability of each individual of the population to be

finish time of taskt can be calculated from the equation ¢hosen can be calculated with such selection. The
probability can be calculated as below:

below:
kNt) X .
taskTimét) = ‘Tax Y W(j.i) ) Py(i) = W ®)
== Y1 fa(i)
Thus, the average time of the task will be: Py(i) = Sf2¢ 9)
Yi-1 fa(i)
T .
Fa(X) = Ji—ytaskTimet) (5) The choice of individual generation, first with
T probability c; andc, are P, and P, (under the condition

that, 0< c; < 1, andcy + ¢ = 1), select one as the
selection probability of individual. Through this selextj
4.2 Generation of initial population population in the total task completion time is short of the
individual, and the average task in shorter time with
individual, provide a genetic basis for the evolution of
If the population size i, the total number of sub tasks is excellent individual is good enough to be the next
M, and the number of resources, which is also the numbegeneration.
of workers, isW, then the initialization can be described Thus, the total probability of selection under the
as follow: randomly generated by the system ®f condition mentioned above will be:
chromosome, chromosome lengthMs the range for the
genes can be [W], in which value is taken at random. R, =max{P(i),P(j)} (10)
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After the selection, there is the crossover andthe two algorithms can be seen. Although in the initial
mutation operation. The cross is the main search operatastage of evolution, the total task completion time by AGA
in genetic algorithms, it mimics the gene recombinationis less than that obtained by DFGA, but things are
process in nature of sexual reproductidlV][ genetic  different in the average completion time. Then with the
excellent genes to the next generation of the individualfurther evolution, because of the early only pay attention
and generates new individuals more excellent gendo the total task completion time, it turns out to resulting
structure. Variability can expand new search space in thén the loss of some potential genes by AGA, into local
population, with local convergence, and it can keep theconvergence, while the DFGA with evolution, not only

population diversity by mutation. the average completion time is less than AGA, and
The probability function of the crossover and the completed the time is less than AGA in the total task
mutation are as the two equations respectively: finishing time; and in the middle of evolution, complete
the general task for the AGA and DFGA come to the time
ke (fmax— f')/(fmax— favg), T’ > favg of simil'ar (.:irc.u'mstances, the average completion time of
Pe= ko, £ < favg DFGA is significantly less than that of AGA.
Py = I(:a(fmax— f)/(fmax— favg), f > favg
Ko T < favg Table 2: The total completion time
. , _ , DFGA AGA
Of V\.'h'Ch' fmax is the maximum fitness valut_a of the Evolution  Completion  Evolution ~ Completion
population,fayg means to adapt to each generation group alaebra time/s alaebra time/s
value, f¢ to the fitness of the larger of the two individual g g
crossover, mutation df to individual fitness value. With 20 31.5 20 31.3
the fitness function formula (5) and (6) the two fitness 40 313 40 31.0
calculationP;, Pm concluded, which selected the fiRal 60 81l 60 29.8
Pm as the larger. 80 29.0 80 29.6
100 29.0 100 29.5
120 29.0 120 295
140 29.0 140 295
5 Simulation and analysisof algorithms 160 29.0 160 29.5
180 29.0 180 295
Since that a local part of cloud computing can be viewed 200 28.5 200 29.5

as a special grid environment, Gridsim will be used to
simulate the local environment of a cloud in the following
passage. Under the same conditions, by using the adaptive
genetic algorithm (AGA) compared with DFGA
respectively, different results will be shown to get the| |
comparison consequences.

The initial conditions: the number of workers and | ' K

tasks wereW = 50; T = 50; range for each task divided | '8 N\ -
into sub tasks for the number of [20,80]. The algorithm| 17.5
terminates conditions were: 1) to reach the maximum N

evolution algebra gnMax (where gnMax200); 2) if the
50 consecutive generation of total average completior
time did not change the completion time and task, think| 16
the basic convergence algorithm, the algorithm is
terminated.

0 20 40 60 80 100 120 140 160 180 200

DFGA Completion time/s

AGA Completion time/s

] ) Fig. 6: The total time comparison.
Table 1. The main parameters of the two algorithms

Algorithm AGA DFGA

Population scale 100 100

Items K1, ko,k3,Kg K1, ko,K3,K4,C1,C2 .
Value taken 0.4,0.8,0.1,0.2 0.4,0.8,0.1,0.2,0.7,0.3 6 Conclusion

In recent years, cloud computing has become the IT
From the two tables and the two figures below, theindustry and information industry a hot topic, as a new
difference between completion time used respectively bygeneration of development following the distributed
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Table 3: The average completion time [2] Foster I, Yong Zhao, Raicu I, et al. “Cloud computing

DFGA AGA and grid computing 360-degree compared,” IEEE Computer
Society, the USA, pp. 1-10, April, 2010

[8] K. Luo, “Cloud computing: a whole new world?”

Evolution Completion Evolution ~ Completion

algebra time/s algebra time/s -
20 185 20 18.4 unpublished.
0 17'9 20 18.2 [4]CHIEN A, CALDER B, ELBERT S ,et al. “Entropia:
60 17'3 60 18.0 Architecture and performance of an enterprise desktop grid
: ' system,” Journal of Parallel and Distributed Computing,
18(?0 i;g 1880 1188-11 20011, 63(5): 597-610.
120 17'1 120 18'0 [5] KIM J S, NAM B, MARSHM, et, al. Creating a robust
: : desktop grid using peer-to-peer services [2012-10-1f]. ft
140 17.0 140 18.0 P gnic using p P vices [ fl

/lftp.cs.umd.edu/pub/hpsl/papers/papers-pdf/ingsd.7.p

160 17.1 160 18.1 [6] ABRAHAM A, BUYYA R, NATH B. “Nature’s heuristics
180 17.0 180 18.0 for scheduling jobs on computational grids,” The 8th
200 17.0 200 18.1 International Conference on Advanced Computing and
Communications. New Delhi Tata McGraw-HillPublishing,
2010: 45-52.

19 [7]DEAN J, GHEMAWAT S. Map/Reduce: simplified

185 1 data processing on large clusters[C]//Proceedings of
18 }-—Q——M the 6th Symposium on Operating System Design and

175 Implementation,” New York: ACM, 2009: 137-150.

- M ~—— [8]The CLOUDS Lab. Gridsim.  [2010-06-25].
http://www.cloudbus.org/gridsim/.

[9] Lizhe Wang and Gregor von Laszewski. “Scientific Cloud
Computing: Early Definition and Experience,” 2009-12-09,
http://cyberaide.googlecode.com/svn/trunk/papers/08

AGA Completion time/s cloud/vonLaszewski-08-cloud.pdf

[10] Luis M. Vaquero, Luis Rodero-Merino, Juan Caceresl,

) _ . Maik Lindner. “A Break in the Clouds: Towards a Cloud

Fig. 7: The average time comparison. Definition,” ACM SIGCOMM Computer Communication
Review,2009(39): 50-55
[11] Westlaw International. “Products and Subscriptio8809-
12-09, http://www.westlawinternational.

processing, parallel computing and grid computing after[12] VMware  virtualization ~ technology, =~ 2011-09-02,

the calculation model, it will produce a profound http://www.vmware.com/virtualization/what-is-

influence on people’s future life and work. In essence, irtualization.html

cloud computing can be considered as an integration13] Goyal A, Dadizadeh S, A survey on cloud computing,

product of distributed computing, parallel computing, Technical Report for CS 508,2009

utility computing, network storage, virtual product [14] CHEN KangZHENG Weimi, “Cloud computing: System

development, load balance and other traditional computer ~ instances and current research,” Journal of Software,

and network technologies. As an academic hotspot, cloud _ 2009,20(5): 1337-1348 ,

computing has many definitions, but no matter which [15] LI Yagiong, SONG Ying, HUANG Yongbin, *A memory

kind of definition, the task processing model and  9lobal optimization ~approach in virtualized cloud

algorithm of cloud computing as a key research. This computing gnwronments, Chinese Journal of Computers,
paper presents a dual adaptive task scheduling algorithrﬂ6 \2/011' 34(|j1)|\/| 634(;693 Merino L. C 3 L “A break
based on genetic algorithm, this algorithm not only the ] Vaquero » Rodero-Merino L, Caceres J, et al. rea

. . . o inthe clouds: Toward a cloud definition,” ACM SIG-COMM
total task completion time as an important criterion, but Computer Communication Review, 2009, 39(1): 50-55

also the average Qompletion time as a direct rgferenc&n Lagar-Cavilla H A, Whitney J A, Scannel A, et al. “Snow-
volume. The algorithm can be on cloud computing the Flock: Rapid virtual machine cloning for cloud computing,”

programming environment to achieve the task scheduling  proceedings of the 4th ACM European Conference on
is an ideal, so it is a kind of effective task scheduling Computer Systems, 2009: 1-12

algorithm.

16.5

16 T T T T T T T T T T ]
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