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Abstract: The corrected quadrature rules are considered and the estimations of error involving the second derivative are given. The
numerical examples which provides that the approximation in corrected rule of a optimal quadrature formula in sense Nikolski is better
than in the original rule are considered.
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1. Introduction

Let F [a, b] be a linear space of real valued functions, de-
fined and integrable on a finite interval[a, b] ⊂ R. It is
called aquadrature formulaor formula of numerical inte-
gration, the following formula

∫ b

a

f(x)dx =
m∑

k=0

Akf(ak) +R[f ], f ∈ F [a, b], (1)

whereak ∈ [a, b], respectivelyAk, k = 0,m are called
the nodes, respectively the coefficients of the quadrature
formula, andR[f ] is the remainder term. A quadrature for-
mula hasdegree of exactness equal n, if

R[e0] = 0 , R[e1] = 0 , · · · , R[en] = 0,

whereej(t) = tj . Moreover, ifR[en+1] 6= 0, then the
quadrature formula hasdegree of exactness effectively equal
n.

The quadrature formula (1) is calledoptimal in sense
Nikolski in the spaceF , if

Em,n(F , A, X) = sup
f∈F

|R[f ]|

attains the minimum value with regard toA andX, where
A = {Ak}m

k=0 are the coefficients andX = {ak}m
k=0 are

the nodes of quadrature formula.

Denote by

Wn
p [a, b] :=

{
f ∈ Cn−1[a, b], f (n−1) absolutely

continuous,
∥∥∥f (n)

∥∥∥
p

< ∞
}

with

‖f‖p :=

{∫ b

a

|f(x)|p dx

} 1
p

, for 1 ≤ p < ∞,

‖f‖∞ := sup
x∈[a,b]

|f(x)| .

We consider the quadrature formula (1) has degree of
exactness equaln − 1. If f ∈ Wn

p [a, b], by using Peano′s
theorem, the remainder term can be written

R[f ]=
∫ b

a

K(t)f (n)(t)dt, whereK(t)=R
[

(x−t)n−1
+

(n−1)!

]
.

For the remainder term we have the evaluation

|R[f ]| ≤
[∫ b

a

∣∣∣f (n)(t)
∣∣∣
p

dt

] 1
p

[∫ b

a

|K(t)|q dt

] 1
q

, (2)

1
p

+
1
q

= 1, with remark that in the casesp = 1 andp = ∞
this evaluation is

|R[f ]| ≤
∫ b

a

∣∣∣f (n)(t)
∣∣∣ dt sup

t∈[a,b]

|K(t)| , (3)
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|R[f ]| ≤ sup
t∈[a,b]

∣∣∣f (n)(t)
∣∣∣
∫ b

a

|K(t)| dt. (4)

Therefore, the quadrature formula (1) is optimal in the
sense Nikolski in the spaceWn

p [a, b], if

F(A,X) =





∫ b

a

|K(t)|q dt,
1
p

+
1
q

= 1, 1 < p ≤ ∞,

sup
t∈[a,b]

|K(t)|, p = 1,

attains the minimum value with regard toA andX, where
A = {Ak}m

k=0 are the coefficients andX = {ak}m
k=0 are

the nodes of quadrature formula.
The problem to construct the optimal quadrature for-

mulas was studied by many authors. The first results was
obtained by A. Sard, L.S. Meyers and S.M. Nikolski. In
the last years a number of authors have obtained in many
different ways the optimal quadrature formulas ([1], [5],
[6], [10], [13], [14]).

In 2008, N. Ujevíc and L. Mijić constructed a class of
quadrature formulas of close type with 3 nodes.

The main result obtained by N. Ujević and L. Mijić is
formulated bellow.

Theorem 1[15] Let I ⊂ R be an open interval such that
[0, 1] ⊂ I and letf : I → R be a twice differentiable
function such thatf ′′ is bounded and integrable. Then we
have∣∣∣∣∣

∫ 1

0

f(t)dt−
√

2
8

f(0)−
(

1−
√

2
4

)
f

(
1
2

)
−
√

2
8

f(1)

∣∣∣∣∣

≤ 2−√2
48

‖f ′′‖∞. (5)

The structure of this paper is as follows: in Section 2
we construct a corrected rule of the quadrature formula
which has degree of exactness equal 1. The estimations of
the error in term of a variety on norms involving the sec-
ond derivative are given. In Section 3 we construct some
optimal quadrature formulas in sense Nikolski. Finally, in
the Section 4 we consider the 4-points optimal quadrature
formula and estimations of the error in corrected rule are
given. These results are obtained from some inequalities
point of view. Using a numerical example we will show
that the estimations of the remainder term in corrected rule
are better than in original quadrature formula.

2. The corrected quadrature formulas

It is called the corrected quadrature rule the formula which
involves the values of the first derivative in end points of
the interval not only the values of the function in certain
points. These formulae have a higher degree of exactness
than the original rule. The estimate of the error in cor-
rected rule is better then in the original rule, in generally. In
recent years some authors have considered so called per-
turbed (corrected) quadrature rules (see [2], [3], [4], [7],
[8], [16]).

Let us consider the quadrature formula (1) which has
degree of exactness equal 1. The remainder term of this
quadrature formula has the following representation

R[f ] =
∫ b

a

K(t)f ′′(t)dt, where

K(t) = R[(x− t)+] =
(b− t)2

2
−

m∑

k=0

Ak(ak − t)+.

Let
∫ b

a

f(x)dx =
m∑

k=0

Akf(ak) + A [f ′(b)− f ′(a)] + R̃[f ],

whereA =
1

b− a

∫ b

a

K(t)dt, be the corrected quadrature

formula of the rule (1).
Since the remainder term has degree of exactness 1 we

can write

R̃[f ] =
∫ b

a

K̃(t)f ′′(t)dt, where

K̃(t) = R̃[(x− t)+] = K(t)−A.

From the above relation we have
∫ b

a

K̃(t)dt = 0.

Theorem 2 Let f : [a, b] → R be an absolutely contin-
uous function such thatf ′′ ∈ L[a, b] and there exist real
numberm[f ],M [f ] such thatm[f ] ≤ f ′′(t) ≤ M [f ],
t ∈ [a, b]. Then

∣∣∣R̃[f ]
∣∣∣ ≤ M [f ]−m[f ]

2
· ‖K̃‖1.

Proof. Since
∫ b

a

K̃(t)dt = 0, the remainder term

R̃[f ] =
∫ b

a

K̃(t)f ′′(t)dt, (6)

can be written in the following way

R̃[f ] =
∫ b

a

K̃(t)
(

f ′′(t)− M [f ] + m[f ]
2

)
dt.

Therefore
∣∣∣R̃[f ]

∣∣∣ ≤
∥∥∥∥f ′′ − M [f ] + m[f ]

2

∥∥∥∥
∞
· ‖K̃‖1

≤ M [f ]−m[f ]
2

· ‖K̃‖1.

Theorem 3 Let f : [a, b] → R be an absolutely contin-
uous function such thatf ′′ ∈ L[a, b]. If there exist a real
numberm[f ] such thatm[f ] ≤ f ′′(t), t ∈ [a, b], then

∣∣∣R̃[f ]
∣∣∣ ≤

∥∥∥K̃
∥∥∥
∞
·
(

f ′(b)− f ′(a)
b− a

−m[f ]
)

(b− a).
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Proof. We have
∣∣∣R̃[f ]

∣∣∣ =

∣∣∣∣∣
∫ b

a

K̃(t) (f ′′(t)−m[f ]) dt

∣∣∣∣∣

≤ sup
t∈[a,b]

|K̃(t)| ·
∫ b

a

(f ′′(t)−m[f ]) dt

=
∥∥∥K̃

∥∥∥
∞
·
(

f ′(b)− f ′(a)
b− a

−m[f ]
)

(b− a).

Theorem 4 Let f : [a, b] → R be an absolutely contin-
uous function such thatf ′′ ∈ L[a, b]. If there exist a real
numberM [f ] such thatf ′′(t) ≤ M [f ], t ∈ [a, b], then

∣∣∣R̃[f ]
∣∣∣ ≤

∥∥∥K̃
∥∥∥
∞
·
(

M [f ]− f ′(b)− f ′(a)
b− a

)
(b− a).

Let f, g : [a, b] → R be integrable functions on[a, b].
The functional

T (f, g) :=
1

b− a

∫ b

a

f(t)g(t)dt

− 1
b− a

∫ b

a

f(t)dt · 1
b− a

∫ b

a

g(t)dt, (7)

is well known in the literature as thěCeby̌sev functional.
It was proved thatT (f, f) ≥ 0 and the inequality

|T (f, g)| ≤
√

T (f, f) ·
√

T (g, g)

holds. Denote by

σ(f ; a, b) =
√

(b− a)T (f, f).

Theorem 5 Let f : [a, b] → R be an absolutely continu-
ous function such thatf ′′ ∈ L2[a, b]. Then
∣∣∣R̃[f ]

∣∣∣ ≤ σ(K; a, b) · σ(f ′′; a, b). (8)

The inequality (8) is sharp in the sense that the constant
σ(K; a, b) cannot be replaced by a smaller ones.

Proof. The remainder term of the corrected quadrature for-
mula can be written in such way

R̃[f ] =
∫ b

a

K̃(t)f ′′(t)dt

=
∫ b

a

[
K(t)− 1

b− a

∫ b

a

K(t)dt

]
f ′′(t)dt

=
∫ b

a

K(t)f ′′(t)dt− 1
b−a

∫ b

a

K(t)dt·
∫ b

a

f ′′(t)dt

= (b− a)T (K, f ′′).

From the above relation we obtain∣∣∣R̃[f ]
∣∣∣ = |(b− a)T (K, f ′′)|
≤

√
(b− a)T (K, K)

√
(b− a)T (f ′′, f ′′)

= σ(K; a, b) · σ(f ′′; a, b).

To prove that the constantσ(K; a, b) cannot be replaced
by a smaller ones we define the functionF ∈ C2[a, b]
such thatF ′′(x) = K(x), x ∈ [a, b]. For the functionF
the right-hand side of (8) is equal with(b − a)T (K,K)
and the left-hand side becomes∣∣∣R̃[F ]

∣∣∣ =
∫ b

a

K̃(t)K(t)dt

=
∫ b

a

(
K(t)− 1

b− a

∫ b

a

K(t)dt

)
K(t)dt

=
∫ b

a

K(t)2dt− 1
b− a

∫ b

a

K(t)dt

∫ b

a

K(t)dt

= (b− a)T (K,K).

3. The optimal quadrature formulas

In [12] were constructed the quadrature formulas of open
type, optimal in sense Nikolski in the spaceW 2

p [a, b], where
p = 1,∞, 2. The main purpose of this section is to derive
some quadrature formulas of close type which are optimal
in sense Nikolski inW 2

∞[a, b].
Let

∫ 1

0

f(x)dx =
m−1∑

i=0

Aif(ai) +R[f ], (9)

be a quadrature formula with degree of exactness equal1,
where the nodes verifies0 = a0 < a1 < · · · < am−1 < 1.

We will calculate the coefficientsAi, i = 0,m− 1
and the nodesai, i = 0,m − 1 such that the quadrature
formula (9) to be optimal, considering that the remainder
term is evaluate in sense of (4). Since the quadrature for-
mula has degree of exactness 1, the remainder term verifies
the conditionsR[ei] = 0, ei(x) = xi, i = 0, 1, namely
m−1∑

i=0

Ai = 1,
m−1∑

i=0

Aiai =
1
2

. Using Peano’s theorem the

remainder term has the following integral representation

R[f ] =
∫ 1

0

K(t)f ′′(t)dt, where (10)

K(t)=R[(x−t)+]=
1
2
(1−t)2−

m−1∑

i=0

Ai(ai−t)+. (11)

Theorem 6 For f ∈ W 2
∞[0, 1] the quadrature formula of

the form (9), optimal to the error has the following nodes
and coefficients

A0 =
1√
2
h, A1 =

6−√2
2

h, Ak = 2h, k = 2,m− 2,

Am−1 =
2 +

√
3

2
h,

ai = 2ih, i = 0,m− 1, whereh =
2

4(m− 1) +
√

3
.
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The remainder term has the following evaluation

|R[f ]| ≤ h3

48

(
3
√

3− 32
√

2 + 40 + 12m
)
‖f ′′‖∞.

Proof. The remainder term can be evaluate in the follow-
ing way

|R[f ]| ≤ ‖f ′′‖∞ ·
∫ 1

0

|K(t)|dt.

The quadrature formula is optimal with regard to the error

if
∫ 1

0

|K(t)|dt → minimum.

If we consider the substitution1− t = u, the function
K can be written

K(t)=K(1−u)=K̃(u)=
1
2
u2−

m−1∑

i=0

Ai [u−(1−ai)]+.

Denote by1 − ai = um−i, i = 0,m− 1. Then the nodes
uk, k = 1,m verifies

0 < u1 < u2 < · · · < um = 1, and

K̃(u) =
1
2
u2 −

m−1∑

i=0

Ai(u− um−i)+

=
1
2
u2 −

m∑

i=1

Am−i(u− ui)+.

If we denoteAm−i = λi, i = 1,m, then

K̃(u) =
1
2
u2 −

m∑

i=1

λi(u− ui)+.

Since the quadrature formula has degree of exactness 1 it
follows

m−1∑

i=0

Ai = 1,

m−1∑

i=0

Aiai =
1
2
, namely

m∑

i=1

λi = 1,

m∑

i=1

λiui =
1
2
, (12)

and the functionK̃ can be written

K̃(u) =





1
2
u2, 0 ≤ u ≤ u1,

1
2
u2 −

(
k∑

i=1

λi

)
u +

k∑

i=1

λiui,

uk ≤ u ≤ uk+1, k = 1,m− 2,
1
2
u2−(1−λm)u+

1
2
−λm, um−1 ≤ u ≤ 1.

If we denote
k∑

i=1

λi =αk, −
k∑

i=1

λiui =βk, k = 1, m− 2,

it follows

K̃(u)=





1
2
u2, 0 ≤ u ≤ u1,

1
2
u2−αku−βk, uk≤ u≤ uk+1, k = 1,m− 2,

1
2
(1− u)2 − λm(1− u), um−1 ≤ u ≤ 1.

Let us consider[uk, uk+1] = [a− h, a + h]. The parame-
ters of the optimal formula can be obtained by identifying

the function K̃
∣∣∣
[uk,uk+1]

with the Chebyshev orthogonal

polynomial of the second kind of degree2, on the inter-
val [uk, uk+1], with the coefficient ofu2 equal with1/2,
namely

K̃(u)=
1
2
u2−αku−βk =

1
2
h2Ũ2

(
u−a

h

)
,

whereŨ2(x) = x2 − 1
4 is the Chebyshev polynomial of

the second kind of degree 2, on the interval[−1, 1].
By identifying the coefficients we obtain

αk =a=
uk+uk+1

2
, βk =

h2

8
− a2

2
=

h2

8
− (uk+uk+1)2

8
.

If we denote by[uk+1, uk+2] = [b− h1, b + h1], we have

K̃(uk+1 − 0) = K̃(a + h) =
1
2
h2Ũ2(1) =

3h2

8
and

K̃(uk+1 + 0) = K̃(b− h1) =
1
2
h2

1Ũ2(−1) =
3h2

1

8
. Since

K̃ ∈ C[0, 1]it follows thatu1, . . . , um are equidistant nodes
anduk+1 − uk = 2h, k = 1, m− 1. From the condition
u2

1

2
= K̃(u1 − 0) = K̃(u1 + 0) =

3h2

8
we obtain

u1 =
√

3h

2
, and uk =

4(k − 1) +
√

3
2

h, k = 2, m.

To obtain the parameterh can be used the relation
u1 + (u2 − u1) + · · · + (um − um−1) = 1 and we have

h =
2

4(m− 1) +
√

3
. Therefore, the nodes of the optimal

quadrature formula areai = 2ih, i = 0,m− 1.
The quadrature formula is optimal with regard to the

error if

I =
∫ 1

0

∣∣∣K̃(u)
∣∣∣ du → minimum, where

I =
m−1∑

k=0

Ik, I0 =
∫ u1

0

u2

2
du,

Ik =
∫ uk+1

uk

∣∣∣K̃(u)
∣∣∣ du, k = 1,m− 1.

We have

I0 =
∫ u1

0

u2

2
du =

u3
1

6
,
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Ik =
∫ uk+1

uk

∣∣∣∣
1
2
u2 − αku− βk

∣∣∣∣ du

=
∫ a+h

a−h

∣∣∣∣
1
2
u2 − αku− βk

∣∣∣∣ du

=
h3

2

∫ 1

−1

∣∣∣∣t2 −
1
4

∣∣∣∣ dt =
h3

4
, k = 1,m− 2,

Im−1 =
∫ 1

um−1

∣∣∣∣
(1− u)2

2
− λm(1− u)

∣∣∣∣ du

=
∫ 1−2λm

um−1

[
(1− u)2

2
− λm(1− u)

]
dt

−
∫ 1

1−2λm

[
(1− u)2

2
− λm(1− u)

]
dt

=
4
3
λ3

m − 1
2
(1− um−1)2λm +

1
6
(1− um−1)3.

From the condition thatIm−1 to attains minimum value
we obtain

λm =
1

2
√

2
(1− um−1) =

1√
2
h.

Using the relation
k∑

i=1

λi = αk, k = 1,m− 2 it follows

λk = αk − αk−1 = 2h, k = 2,m− 2. Also, we have

λ1 = α1 =
2 +

√
3

2
h. From relation

m∑

i=1

λi = 1 we find

λm−1 =
6−√2

2
h.

Therefore, we obtain the following coefficients of the
optimal quadrature formula

A0 =
1√
2
h, A1 =

6−√2
2

h, Ak = 2h, k = 2,m− 2,

Am−1 =
2 +

√
3

2
h.

In the next part of this section we will calculate the
coefficientsAi, i = 0,m and the nodesai, i = 1,m− 1
such that the following quadrature formula which degree
of exactness 1∫ 1

0

f(x)dx =
m∑

i=0

Aif(ai) +R[f ], (13)

where0 = a0 < a1 < · · · < am = 1, to be optimal,
considering that the remainder term is evaluate in sense of
(4).

Theorem 7 For f ∈ W 2
∞[0, 1] the quadrature formula of

the form (13), optimal to the error has the following nodes
and coefficients

a1 =

√
3(2 +

√
2)

2
h, am−1 = 1−

√
3(2 +

√
2)

2
h, (14)

ak = 1−
4(m− k − 1) +

√
3(2 +

√
2)

2
h, k = 2,m− 2,

A0 =Am =

√
6(2+

√
2)

8
h, Ak =2h, k=2,m− 2 (15)

A1 =Am−1 =
(4−√2)

√
3(2 +

√
2) + 8

8
h,

whereh =
1

2(m− 2) +
√

3(2 +
√

2)
.

The remainder term has the following evaluation

|R[f ]| ≤ h2

8
‖f ′′‖∞.

Proof. The remainder term of quadrature formula (13) can
be evaluate in the following way

|R[f ]| =
∣∣∣∣
∫ 1

0

K(t)f ′′(t)dt

∣∣∣∣ ≤ ‖f ′′‖∞ ·
∫ 1

0

|K(t)|dt,

where

K(t) = R [(x− t)+] =
(1− t)2

2
−

m∑

i=0

Ai(ai − t)+.

The quadrature formula is optimal with regard to the error

if
∫ 1

0

|K(t)|dt → minimum.

If we consider the substitution1− t = u, the function
K can be written

K(t)=K(1−u)=K̃(u)=
1
2
u2−

m∑

i=0

Ai [u−(1−ai)]+.

Denote by1 − ai = um−i, i = 0,m. Then the nodesuk,
k = 1,m verifies

0 = u0 < u1 < u2 < · · · < um = 1, and

K̃(u) =
1
2
u2 −

m∑

i=0

Ai(u− um−i)+

=
1
2
u2 −

m∑

i=0

Am−i(u− ui)+.

If we denoteAm−i = λi, i = 0, m, then

K̃(u) =
1
2
u2 −

m∑

i=0

λi(u− ui)+.

Since the quadrature formula has degree of exactness 1 it
follows

m∑

i=0

Ai = 1,

m∑

i=0

Aiai =
1
2
, namely

m∑

i=0

λi = 1,

m∑

i=0

λiui =
1
2
, (16)
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and the functionK̃ can be written

K̃(u) =





1
2
u2 − λ0u, u0 ≤ u ≤ u1,

1
2
u2 −

k∑

i=0

λi(u− ui), uk ≤ u ≤ uk+1,

k = 1,m− 2,

1
2
u2 −

m−1∑

i=0

λi(u− ui), um−1 ≤ u ≤ um.

If we denote
k∑

i=0

λi =αk, −
k∑

i=0

λiui =βk, k=1,m− 2,

it follows

K̃(u) =





1
2
u2 − λ0u, u0 ≤ u ≤ u1,

1
2
u2 − αku− βk, uk ≤ u ≤ uk+1,

k = 1,m− 2,
1
2
(1− u)2 − λm(1− u), um−1 ≤ u ≤ um.

Let us consider[uk, uk+1] = [a− h, a + h]. The parame-
ters of the optimal formula can be obtained by identifying

the function K̃
∣∣∣
[uk,uk+1]

with the Chebyshev orthogonal

polynomial of the second kind of degree2, on the inter-
val [uk, uk+1], with the coefficient ofu2 equal with1/2,
namely

K̃(u) =
1
2
u2 − αku− βk =

1
2
h2Ũ2

(
u− a

h

)
,

whereŨ2(x) = x2 − 1
4 is the Chebyshev polynomial of

the second kind of degree 2, on the interval[−1, 1].
By identifying the coefficients we obtain

αk =a=
uk+uk+1

2
, βk =

h2

8
− a2

2
=

h2

8
− (uk+uk+1)2

8
.

If we denote by[uk+1, uk+2] = [b− h1, b + h1], we have

K̃(uk+1 − 0) = K̃(a + h) =
1
2
h2Ũ2(1) =

3h2

8
and

K̃(uk+1 + 0) = K̃(b− h1) =
1
2
h2

1Ũ2(−1) =
3h2

1

8
. Since

K̃ ∈ C[0, 1] it follows that u1, . . . , um are equidistant
nodes anduk+1 − uk = 2h, k = 1,m− 1.

The quadrature formula is optimal with regard to the
error if

I =
∫ 1

0

∣∣∣K̃(u)
∣∣∣ du → minimum, where

I =
m−1∑

k=0

Ik, I0 =
∫ u1

0

∣∣∣∣
u2

2
− λ0u

∣∣∣∣ du,

Ik =
∫ uk+1

uk

∣∣∣∣
1
2
u2 − αku− βk

∣∣∣∣ du, k = 1,m− 1.

We have

I0 =
∫ u1

0

∣∣∣∣
u2

2
− λ0u

∣∣∣∣ du

=
∫ 2λ0

0

(
λ0u− 1

2
u2

)
du +

∫ u1

2λ0

(
1
2
u2 − λ0u

)
du

=
4
3
λ3

0 −
1
2
u2

1λ0 +
1
6
u3

1,

Ik =
∫ uk+1

uk

∣∣∣∣
1
2
u2 − αku− βk

∣∣∣∣ du

=
∫ a+h

a−h

∣∣∣∣
1
2
u2 − αku− βk

∣∣∣∣ du

=
h3

2

∫ 1

−1

∣∣∣∣t2 −
1
4

∣∣∣∣ dt =
h3

4
, k = 1, m− 2,

Im−1 =
∫ 1

um−1

∣∣∣∣
u2

2
− λmu

∣∣∣∣ du

=
∫ 1−um−1

0

∣∣∣∣
t2

2
− λmt

∣∣∣∣ dt

=
4
3
λ3

m − 1
2
(1− um−1)2λm +

1
6
(1− um−1)3.

Using the condition thatI0, respectivelyIm−1 to at-
tains minimum value, we obtain

λ0 =
1

2
√

2
u1, respectivelyλm =

1
2
√

2
(1− um−1).

From the conditionK̃(u1 − 0) = K̃(u1 + 0) =
3h2

8

we haveu1 =

√
3(2 +

√
2)

2
h, and

uk =
4(k − 1) +

√
3(2 +

√
2)

2
h, k = 2,m− 2.

In a similar way we findum−1 = 1−

√
3(2 +

√
2)

2
h. To

obtain the parameterh can be used the relation

u1 + (u2 − u1) + · · ·+ (1− um−1) = 1

and we have

h =
1

2(m− 2) +
√

3(2 +
√

2)
.

Therefore, we obtain the nodes of the optimal quadra-
ture formula given in (14).

Also, it follows

λ0 =
1

2
√

2
u1 =

√
6(2 +

√
2)

8
h,

λm =
1

2
√

2
(1− um−1) =

√
6(2 +

√
2)

8
h = λ0.

c© 2012 NSP
Natural Sciences Publishing Cor.



Appl. Math. Inf. Sci.6, No. 3, 429-437 (2012) / www.naturalspublishing.com/Journals.asp 435

Since
k∑

i=0

λi = αk, we haveλ0 + λ1 = α1, namely

λ1 = u1 + h− 1
2
√

2
u1 =

(4−√2)
√

3(2 +
√

2) + 8

8
h.

Also, from the above relation we find

λk = αk − αk−1 = 2h, k = 2, m− 2.

From relation
m∑

i=0

λi = 1 we obtainλm−1 = λ1.

Therefore, it follows the coefficients of the optimal
quadrature formula given in (15).

4. Numerical examples

The main purpose of this section is to derive corrected
rules of the second optimal quadrature formula obtained
in previous section. We will show that the corrected for-
mula improves the original formula.

Using the algorithm described in the second section we
obtain the following corrected quadrature formula of rule
(13)
∫ 1

0

f(x)dx=
m∑

i=0

Aif(ai)+A (f ′(1)−f ′(0))+R̃[f ],(17)

where the nodesai, respectively the coefficientsAi, i =
0, m are given in relations (14), respectively (15) and

A =
∫ 1

0

K(t)dt =
∫ 1

0

K̃(u)du

=
h3

48

[
4(m− 2) + 3(1−

√
2)

√
3(2 +

√
2)

]
.

Remark 8 If we consider in Theorem 7 the particular case
m=2 we obtained the following optimal quadrature for-
mula of close type with 3-points
∫ 1

0

f(x)dx =
√

2
8

f(0) +
4−√2

4
f

(
1
2

)

+
√

2
8

f(1) +R[f ], (18)

and the corrected rule of this quadrature formulas is given
by
∫ 1

0

f(x)dx =
√

2
8

f(0) +
4−√2

4
f

(
1
2

)
+
√

2
8

f(1)

+
4− 3

√
2

96
[f ′(1)− f ′(0)] + R̃[f ]. (19)

The optimal quadrature (18) and the corrected rule (19)
were obtained by N. Ujević and L. Mijić in [15]. This result
motivate us to seek the optimal quadrature formulas with
more than 3-points and their corrected rules.

In the next part of this paper we consider a corrected ver-
sion of the optimal quadrature with 4-points and we show
that this rule provides a better approximation than the orig-
inal rule.

Consideringm = 3 in Theorem 7 we have the follow-
ing optimal quadrature formula
∫ 1

0

f(x)dx = A0f(0) + A1f(a1) + A2f(a2)

+ A3f(1) +R[f ], (20)

where

A0 = A3 =

√
6(2 +

√
2)

8
h,

A1 = A2 =
(4−√2)

√
3(2 +

√
2) + 8

8
h,

a1 =

√
3(2 +

√
2)

2
h, a2 = 1−a1, h =

1

2 +
√

3(2 +
√

2)
.

The remainder term has the following representation

R[f ] =
∫ 1

0

K(t)f ′′(t)dt, where

K(t) =





1
2
t2 −A0t, 0 ≤ t ≤ a1,

1
2
t2 − (A0 + A1)t + A1a1, a1 ≤ t ≤ a2,

1
2
(1− t)2 −A3(1− t), a2 ≤ t ≤ 1.

Using (17) we obtain the following corrected quadrature
formula of (20)∫ 1

0

f(x)dx = A0f(0) + A1f(a1) + A2f(a2) + A3f(1)

+ A (f ′(1)− f ′(0)) + R̃[f ], (21)

whereA =
h3

48

[
4 + 3(1−

√
2)

√
3(2 +

√
2)

]
and

R̃[f ] =
∫ 1

0

K̃(t)f ′′(t)dt, with K̃(t) = K(t)−A.

Theorem 9 Let f : [0, 1] → R be an absolutely contin-
uous function such thatf ′′ ∈ L[0, 1] and there exist real
numberm[f ],M [f ] such thatm[f ] ≤ f ′′(t) ≤ M [f ],
t ∈ [0, 1]. Then

∣∣∣R̃[f ]
∣∣∣ ≤ 0.00462291793614 · M [f ]−m[f ]

2
.

Theorem 10 Let f : [0, 1] → R be an absolutely contin-
uous function such thatf ′′ ∈ L[0, 1]. If there exist a real
numberm[f ] such thatm[f ] ≤ f ′′(t), t ∈ [0, 1], then
∣∣∣R̃[f ]

∣∣∣ ≤ 1
48

32 + (15 + 3
√

2)
√

6 + 3
√

2

(2 +
√

6 + 3
√

2)3

× (f ′(1)− f ′(0)−m[f ]).
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Theorem 11 Let f : [0, 1] → R be an absolutely contin-
uous function such thatf ′′ ∈ L[0, 1]. If there exist a real
numberM [f ] such thatf ′′(t) ≤ M [f ], t ∈ [0, 1], then

∣∣∣R̃[f ]
∣∣∣ ≤ 1

48
32 + (15 + 3

√
2)

√
6 + 3

√
2

(2 +
√

6 + 3
√

2)3

× (M [f ]− f ′(1) + f ′(0)).

Theorem 12 Letf : [0, 1] → R be an absolutely continu-
ous function such thatf ′′ ∈ L2[0, 1]. Then
∣∣∣R̃[f ]

∣∣∣ ≤ C · σ(f ′′; 0, 1) where (22)

C =

(
2374+(12

√
2+1080)

√
6+3

√
2+783

√
2

11520(2+
√

6+3
√

2)6

)1/2

.

The inequality (22) is sharp in the sense that the constant
C cannot be replaced by a smaller ones.

Remark 13 Considering that the remainder term of origi-
nal, respectively corrected quadrature formula is evaluate
in sense of (2) withp ∈ {1, 2} we obtain the following
inequalities

|R[f ]| ≤ ‖K‖∞ · ‖f ′′‖1 =
3
8
· 1

(2 +
√

6 + 3
√

2)2
· ‖f ′′‖1

≈ 0.01386614276036 · ‖f ′′‖1,
∣∣∣R̃[f ]

∣∣∣ ≤ ‖K̃‖∞ · ‖f ′′‖1

=
1
48
· 32 + (15 + 3

√
2)

√
6 + 3

√
2

(2 +
√

6 + 3
√

2)3
· ‖f ′′‖1

≈ 0.01386273025465 · ‖f ′′‖1,

|R[f ]| ≤ ‖K‖2 · ‖f ′′‖2

=

(
−−92+(9

√
2−54)

√
6+3

√
2

1920(2+
√

6+3
√

2)5

)1/2

· ‖f ′′‖2

≈ 0.00553941461773 · ‖f ′′‖2,
∣∣∣R̃[f ]

∣∣∣ ≤ ‖K̃‖2 · ‖f ′′‖2

=

(
2374+(12

√
2+1080)

√
6+3

√
2+783

√
2

11520(2+
√

6 + 3
√

2)6

)1/2

·‖f ′′‖2
≈ 0.00553941356661 · ‖f ′′‖2.
We can remark that the estimations of the remainder term
in corrected rule are better than in original quadrature
formula.
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